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1 . 1’ trodu ction

The N a t i o n a l  ~~~l t w . i r e  ~~ ‘k s  ~~~~~~ i s  a 51~~ r 11 icant ne~ st .’~’
i n  t h e  ~lev e  l o pm c n t  of d 1 st r i bu t t ’ ~l pr oc I ’S S i t S  ~‘ s~ St  •.~•~s an 0 ~o~~pU t s- r
n e t w o r k s .  N~~ i s an or ’ tu t i~~u3 m o  Ot  t o  1i~~k o set  of
g eo gr ap h i c al 1~ ~i t s t r ~~N i t e d  ~i ’~~ ’ .llvt ’rse hosts wi t t  ~in ~p crat1ng sv stes
w h i c h  a p p e a r s  ,~s a s i ng l e  e n t i t y  t ’  a prospect 1 5 i  u s e r .

T h e  N a t i o n a l  S o f t w a r e  v s o r k 3  i s  being oevt loded in  r c s ; ’o n s e  S
a ~‘ r o w t n c  c on c e r n  ove r t h e  n i g h  c o s t  of s o f t w o r o .  f I l e  : t ir  t o r c t ~ h ,t s
est  lm . it e d  t h a t  i n  ‘I 1. i t  sp e n t  b e t w e e n  $ 1 D i i i  101 ~i - i d  $ 1 • ni lii on
on s o f t w a r e , ob o u t  t h r e e  t i m e s  t he  a n n u o l  t ’ s i e n o l t u r e  on co~~1’u t e r
h a r d w a r e .  Th e A i r  1 ~‘r ce  P103 f u r t h e r  e st  1r ~~, t  co t h  it  Dv I ~~~ softwa re
e x p e n d i t u r e s  w i l l  ~~~ i over 4di ot  total (‘o~~p Li t er SV S t t ’ t! O~’ St S .

~ i nce  t h e  ea r l~ d a y s  ot  O C Y ’ I ; ’ u t t n f ,  i n  I oct , t h e  c os t  . in i
c o m p l e x i t y  of d e v e l o p i n g  a n d  s , i i f l t o i n i n g  su l tw . i r e  n i v e  ~t-et
s u b s t a n t i a l  o b s t a c l e s  t o  t h e  e f f i c i e n t  a n d  e t f e c t i v e  use o t
c o m p u t e r s .  To D r e a c h  t n i s  h o r r i e r , Dot t i  i n d u s t r y  a n d  ~ov e r n t ’ t - n t  h a v e
c om m it t e d  v a s t  r e s o u r c es  fo r  t h e  de~~e 1op sncn t  of t o o l s  ——
a i l s  f o r  t h e  i r ’ ; l e m e n t o r s o t  s o f t w o r e  , I i iS  ~~~ o n o F e rs ot  s. t w , i r t -
i m p l e m e n t a t i o n  p r o j e c t s .  T h e so  t o o l s  L f l , ~~ij , l s’ c o t n p i i e r s , e o i t o r s ,
d e b u~’l ’ers , ~:es i~~n s v s t t - r s , t o s t  ‘ I n , l l t ’ o r s t  t o o l s , l d i g u .i~~t~ , in , I l y z e r s ,
etc.

The  d i f f i c u l t y  i s  not t h e  ex isten ce of s u i t a b l e  t o o l s  for  a
~ i v e r i  p r o g r a m m i n , ~ t a s k ;  i t  i s  t h e  a v a i l a h i l i t ’ ~ of t t it~ t o ol s .  Tno
n o t  ion  of s o f t w a r e  p o r t . ib i  1 it y , o f t e n  p r op o sc o  as t h e  so lu t  ion  f o r
the pr oble ot  p r o v i d i n ~ p r o~- r a m m l n ~ t o o l s  i n  some e n v i r on m e n t , h a s
p r o v e n  to  be a w i l l — o ’ — t h e — w i s ; ’  w h i c h  t he  i n d u s t r y  h i s  v j i n l ~i .~i3ue ,:
fo r  the past t w t ’ f l t . v years.

i D e  s u c c e s s  of t h e  A r p a n e t  i n  p r o v i d i n g  p r o 1~r . r : m er s
e c o n o m i c a l  a c c ess  to 5 eograph i ca . l  ly  o i  sp er se d  c o m p u t e r s  p ’- o v i d e  t n e
f o u n d a t io n  on which the ~S* concept w a s  t u i  i t .  ln s t c a i  of I I I O V I I I S  t t’
s o f t w a r e  f r o m  h o s t  t o  h o s t , l e t  t h e  p r o~’r o r me r  ( , 1 ~~ ’1a’ oF e r )  u s e  t ’. i s I S

s o f t w a r e  tool on w h o t 1 ’vor host it ilread y occu :lies. To t ,i~e ,s
specific e x a m p l e , t h e  ~a v y  r e q o i r e s  a p r o g r a m m i n g  s u p p o r t  e n v l r o n r t ’n t
f o r  t h e  U Y ~~—~~,) “ i n  i c o m p u t e r .  ~h er e  c u r r e n t  h t’ x i s t  cross—assembler s
a n d  c o m p i l e r s  f o r  t h e  U Y ~~—~’d on j P~’I 300 h a r d w a r e .  On i L ’ 4~~X t h e r e  is
a U Y K — 2 0  e m u l a t o r  a n d  d e b u g g e r .  M1i~~T 1C~ n a s  t h e  ~~~1)X e d i t o r .  A l l
t h ree of t h e s e  hos ’~ c o m p u t e r s  a r e  c o n n e c t e d  by the  A r p a n e t .  S o l u t i o n
—— let  the  p r o p r a r ’ n e r  use  th e~ t~ c x i  s t i n g  t o o l s  to ueve lop ~
s o f t w a r e .

ACCESSIC’~4 ~oi
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I,

Th.it s o l u t i o n  so u n o s  p l a u s i b l e , t i n t  i t  i gn o r e s  some serious
p r a c ti c a l  consideration s .

o Yo u need an o c c ou n t  on eac h host .  l t i i s  In v o l v e s  the
. il l oca t i on of f u n d i n g ,  drawing up contracts , etc.

o The opera t ing  sy s t e w  on each host is d i f f e r e n t , so you must
l e a r n  d t t ’f e r e n t  login procedures , commond languages ,
interrupt characters , file naming c o n v e n t i o n s , etc. F u r t h e r
you must  not c o n f u s e  each sy s t e rr ’ s convent ions as you move
f ro m tool  to too l .

o Fi les output from one too l (say i.~~i)X on MuLTI ’S) are to be
input to another tool (say CM S2 M on h I M 3b0). This involves
at least network transmission and usually file reformatttn1 .,.
To appreciate the magnitude of this problem one should try
to use FTP (Arpanet File Transfer Protocol ) to move a 1.ILOX
output file —— a sequential file of . bit A SCII characters
in 30 bit word s -- to an IBM 300 to be a CMS2M input file --
a blocked file of SO FDCL )IC character records in 32 bit
words.

Ihese and similar problems will be f amiliar to anyone w h o  has used
several differen t systems .

The purpo se of I~SW is to make t h i s  solution (of providing
programmer s access to tools on different hosts) a practica l reality.
The NSW user should not have to know about OS/300, Tt ,NFX , and MULTICS
with their differing file systems , login procedures , system commands ,
etc. ; knowledge of how to use the Individual tools wh i ch are needed
t’or the job shoul d suffice. He should not have to worry about
reformatting and m o v i n g  files from a 300 to a TENEX ; file
t ransmission should be complete ly transparent. The user should not
have to worry abou t ot ’tainjng accounts on many different machines ,
hut inStead should have a sin gle NS~ account.

Th us , the Na tion al software Works Is to provide programmers
with a

o Unified tool kit — distr ibuted over many hosts , and a

o Single monitor with
• uniform command language ,
• g l o b a l t i l e  system ,
• single access control , accounting, and auditing mechanism .

~~~~~~--
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~ . 1 NSW ~oa ls

As o r i g i n a l l y  c on c e i v e d , NS~ was  t o p r o v i d e  the
above— describe d facility in  the c o n t e x t  of c e r t a in  s p e c i f i c  e x t e r n a l
goals. The first such goal was large scale. Contemporary operating
systems support tens of’ concurrent users. i~~A was to support man y
more users , poss ibly as ‘nany as one thousand. The catalogue alone of
the file system for that many users could easily f i ll a 3330 disk
pack. The table space required for keeping trac..~ of one thous.~i :
users and t h e  s o f t w a r e  t o o l s  t h a t  they are usin c cou lu eaui i~ C X C P P S
i r e  r e r r o r i  of a iu si.:~ IL ..~ ..

:~ e second goal was ni gh reliability. If there are one
t h o u s a n d  c r i l i n e  u se r s , t h e n  a two h o u r  s y s t e m  f’ ailure costs  one
man— year of work. The National Software i~orks —— particularly its
monitor and file system —— must degrade gracefully. gailure of a
single component —— e.g., a TENEX system on which tools are runnin g
-— must only reduce system capacity, not destroy it. Further , only
those users actually usin g a failed component should be affected by
its failure.

The third goal was support of project management. ~~~ was to
provide mana gers of’ software projects with a collection of programs ,
called management tools , which they can use to monitor and control
project activities. The underlying assumption here is that a
manager ’s ability to insure that eac~i programmer ’s efforts contribute
most effectively to overall project goals can be greatly enhanced by
autom ating routine management tasks. Furthermore , it is ass~~eu tiiat
a good environment for this autom ation is the system which supports
the project programming activities because it represents an effective
point for monitorin g and controlling those activities.

The fourth goal of .SW was practicality. I.S~ was not to be
a “blue sky ” system , whose implementation requi red unrealistic
assumptions about its environment. In particular , practicality meant:

o Minimum modifications to existing operating systems on
Arpanet hosts. ~:inimum was , in fact , to be construe d as
none. It was possible to add privileged (i.e., non—user)
code to the existing systems , but the solution to the
problem should not depend on r e w r i t i n g  t h e  k e r n e l  of a n y
existing operating system .

o Mini m um modifications to existin g tools. Here , minimum no
lunger meant none. It was possibl e to require some change
to a tool as part of the process of hSn installation , but
such  c h a n g e s s h o u l d  be s m a l l  s ca l e  and  c o n t a i n e d .

o M a x i m u m  g e n e r a l i t y .  A n y  s o l u t i o n  w h i c h  p e r m i t s  t h e  easy
installat ion of existing tools must also allow the easy
construction an d installation of new tools. 

—-- ---- - -
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o ~o experi m ent al hardware. 4l~ 13 requireme nt meant that ne~hardware—or iente-J — a~’p r o ac he s  t o  reliability — e .g . ,

PLUNEBU S — cannot be used .  i h e  k . .ø mon itor and file syaten
are to run on alr eady a~~.li l a b ia A r p a n e t  hosts .

;~ Sk A r c h i t e c t u r e

I n  this section , we summari ze t h e  f . ,~~ d e s i g n , i n d i c a t i n g  w h a t
effec t t h e  N~~ goa ls  had on the system archttecture . ~e can fa ctor
the ~~ problem into two parts:

o 11: e de 1 ops ’: en  t •ind imp  I en:e n tat ion of me th ~du 1 ogy for
excising tools from t h e i r  curren t environments and
inter facing them with the new t.~~~~ mon itor.

o the design and construction of a unif ied monito r and file
system fo r the Arpanet.

In the next two subsections we examine each of’ these problems in turn
j :c describe the components of t~~W w h i c h  p r o v i d e  s o l u t i o n s  to the
techni ca l diff icult ies involve d w ith each part.

2 .,ii . Tool k i t

We first have the task of e x c i s i n g  tools f rom their current
operat ing environment and embedding then In the new one. In the
context of the goals of f.S~~, we will discuss the technical issues
wh ich ust be solved in order to provide the requisite tool
installation methodology .

h y  i t s  v t ’ry definit ion , NSW is a distribute d system. Tool
p rocesses run on d t 1 f e ~’en t  A r p a n e t  hosts .  The m o n i t o r  must  run on at
l eas t  one A r p a n e t  host .  There  m u s t  be some for :”  of inter—host
inter -process comnunication. There are low level Arpanet protocols
for  m o v i n g  b i t s  f r o m  host  to  host , an d  t h e r e  are a l so  s e v e r a l  h i g h e r
le ve l  p ro toco l s  for  mo ving fi les and t’or terminal communication. None
of ’ these protocols , howe’ver , is oriented toward the kind of
inter—process commo nication which ~~~~ requires. Moreove r, even
though N~ k is bei n~ Implemented on the Arpanet , we want to keep it as
independent as possible of the underlying milieu . Network technology
is evolving, and we wish to be able to realize the NSW architectur e
on tomorrow s ’ s n e t w o r k ’s as w e l l .  Hence , the first technical
p r o b l e m  to  he so lved  is the definition and implem entation of an
appropri ate Inter—host inter—process ccrnmonication protocol. The
p r o t o co l  developed for NS~ is called MSG .

L. -~~ — ---‘-~
-
~~~~~~
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~ t ’  user of a too l has a var iety of m e c h a n i s m s f o r  c o m m u - i c a t i n g
w ith th e tool. The user ’s terminal must be interface d to the system
an ~ it s  p e c u l i a r i ti e s  h a n d l e d  —— for example , the righ t am ount of
p a u l i n g  a d d e d  a f t e r  a c a r ri a g e  r e t u r n .  C o n t r o l  c h a r a c t e r s  wh i ch
h a p p e n  t o  be m e a n i n g f ul to the local host must be intercepted before
t he~ r e a c h  t he  local  e x e c u t i v e .  In  order to a l l o w  u n i f o r m  access i .
all the tools i n  NS w , running on many di fferent machines , we must
d e f i ne a s t a n d a r d  set  of’ co n t r o l  f u n c t i o n s  and  i mp l e m e n t  a sy stem
component wh i ch interface s the user to e v e r y  too l .  The p r o b l er  of
s t a n d a r d i z i n g  c o n t r o l  f u n c t i o n s a n d  i n s u l a t i n g  the  u s e r  f r o m  t h e
vagar ies of the different operat ing systems is handle~ by an .o~
c o m p o n e n t  c a l l e d  t h e  F r o n t  E n d .

A t o o l  r u n n i n g  on some m a c h i n e  m a k e s  s y s t e m  c a l l s  r e q u e s t i n g ,
r e s o u r c e s  -- pri m arily file access. since access to M~~ system
res ’u r c e s  i s  to  ~c c o n t r o l l e d , a c c o u n t e d  f o r , a rc  a u d i t e d  by t h e  ~~~~
m o n i t o r , such  r e q u e s t s  ~u s t  be diverted from t he  loca l  sys tem and
inStead referred to that monitor . In addition , the tool expects to
have a communication link with the user , and this link in NS~ is via
MSG to  the  F r o n t  E n d .  So , w i t h o u t m o d i f y i n g  t h e  o p e r a t i n g  s y s t e m , w e
must divert the tool’ s c o m m u n i c a t i o n s  w i t h  t h e  user  and  t h e  tool’ s
requests for local resources. The N~ n component which solves this
proble— is called the Foreman.

F i n a l l y ,  we exp ect t h a t  the o u t p u t  of one too l w i l l  be used
as i n p u t  t o  a n o t h e r  too l .  U n f o r t u n a t e l y , i f  the  f i r s t  tool  is a
‘~U L T I C S  e d i t o r  and  t h e  second  an I B M  3b0 c o m p i l e r , t h i s  o p e r a t i o n
involves character translation (ASCII to ELIC[)IC) , file reformatting
(sequential file to blocked , recorded file), and file movemen t
(across the ~r panet). To handle such file transformations and
m o v e m e n t s  t h e r e  is an N~3~ c o m p o n e n t  c a l l e d  t h e  F i l e  Package .

It is worth noting at this point that all of the above
components are distributed. Every host in NS~ has an MSG server
process. Every site to which a user is connected has a Front ind.
Every too l bearinc host has a Foreman. Every host  on w h i c h  IS W f i l es
are stored has a File Package. It is also worth noting that
implementation details of these components vary from host to host.
A MIJLTICS Foreman will be vastly different from an 1b’~ ibO F o r e m a n .
Functional specifications for these  c o m p o n e n t s  a re  t’i x e c ~ ir o u g h o u t
N~~

, , but implementation and optimization dec isioni are left free.

liefore proceeding to the s~ monito r , l e t  us summar i ze  the
technica l problems and the resulting components which provide the
unified tool kit methodology .

o Inter—host inter—process c o m m u n i c a t i o n

o User interface Front E n d

o biver sion of commun ication with local
operating system torenan

o File transformation and movement bil e Package

- - - - — - ‘-
~~~ 
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.~~.2 N~~ Monitor and -il e System

The desi gn of ’ the NSw Monitor — callec the Works Manag er —

was probably more affected than an , othe r component by the goals of
~~~ Funct io r ;all~ it is not different from any other conventional
access— checkin g , resource — grant ing monitor . ~-t ruc tura ll y , h~~ever ,
i t  is significa n tly differ ent.

The goals of providing both large scale and reliability on
conventional hardware led to the approach of distributing the Works
Manag er and tile system . If there are many instances of the f.~~monit o r on m a n y  d i f f e r e n t  h o s t s , then failure of a host is not
catastrophic. Unt ’ortu nately , di stribution runs counter to the
problem — requ ired logica l unity of’ the monitor and file system . If a
oser inserts a file into the file system using one tool and one
i n s t a n c e  of the file system , and then requests the same file usin g a
different tool and a dit ’t’erent instance of the file system , tue two
instances of the file system must share a common file catalogu e for
the system to behave properly . Similarly , all instances of the
monitor must share an access rights data base for proper validation
of user requests to run tools.

A major technical problem in designing the works Manager was
that of creatin g synchr oniz ed dup licate data bases. The process
structure of the i~orks Mar~ager was designed so tr:at suc h s y n c h r o n i -
z a t i o n  could be accomplished. Further , that process structure can
handle the intrinsic distributio n of’ NSW . Comm unication between the
Works Manager and other NSW components — Front End , Foreman , and File
Package — is via MSG , a relatively slow link.

2 .3 Phases  of sSW Development

The des ig n and  i m p l e m e n t a t i o n  of the  N a t i o n a l  S o f t w a r e  W o r k s
has  proceeded  in fou r slightly overlapping phase s

o S t r u c t u r a l  d e s i g n  and  f e as i b i l i t y  d e m o n s t r a t i o n

o Detailed component design

o Prototype implementation

o R e l i a b i l i t y  and  p e r f o r m a n c e  i m p r o v e m e n t

In  t h e  f o l l o w i n g  s u b s e c t i o n s  we d e s c r i b e  these  phases in more detail.
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2.3. 1 tructural Design and Feasibility Demonstration

The first phase of NSW development began in July, 197Z4 and
concluded in November , 1975. During this per iod , the basic
architecture of’ NSW (described in Section 2.2) was established.
Further , relatively ad hoc implementations of major components were

H made. These components were integrated into a system which was
demonstrated to ARPA and A ir Force personnel at Ounter AFB in
November , 1975. ThIs demonstration exhibited (functionally ) various
system functions , the user of batch tools on the IBM j(0 and
8urroughs B4700, the use of interactive tools on TENoX , transparent
file motion and translation , and a primitive set of project
management functions.

This demonstration confirme d that the expected USW facilities
could be implemented and that transparent use of’ a distributed tool
kit was feasible. The NSW System , h~~ ever , was inefficient and
fragile. Further , many of the ad hoc implementations had design
weaknesses which limited their general application to a suff’iciently
broad range of hosts and capabilities. For these reasons, an e f fo r t
was begu n to produce adequate component designs.

2.3.2 Detailed Component Design

This second phase of USW development was begu n in June , 197~,
with the initial MSG design document. Spec i fications were developed
for Tool Bearing Host components — MSG , Foreman , and File Package.
All of these specification documents were completed by March , 1976.
(They have all been revised since then, but the original specifications
are still substantially .‘orrect. )

Luring the same period , the external specification of the
Works Manager was also made. Again , although this specification has
subsequently been revised , it is still substRntially correct. The
remaining portions of the core of NSW — i.e., the batch tool facility :
Works Manager Operator , Interactive batch Specifier , and Interface
Protocol  — were designed during phase one , and those designs were
retained until phase four (see below).

The remaining major NSW component , the Front End was the
subject of’ several design efforts. Three incomplete specification
documents were producea but none of these was wholly satisfactory.
Never thele ss , sufficient design to allow implementation of a
functionally correct Front End was accompl i shed. Completion of a
general specification for the Front End is one of the tasks remainin g
to be accomplished. 

-- - _J__ _ .~~_ ____ _Th._ , 
‘-- ~~~

- -
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Prototype implementation

As specif ication documen ts were completed , var iou s
contractors began implementation of the NSW components on the initi.i l
set of hosts — TENEX , MI JL II CS, and IBM ~bO. These efforts commenced
In January, 19Th. Implementation on It NEX proceede d more qu ic kly
t h in t h e  e f f o r t s  on the  o t h e r  h o s t s  — p r i m a r i l y  b e cau s e  the  N S W
sys t em d e s i g n e r s  were  a lso  t h e  T E N E X  im p l e m e n t o r a .  hy Oc tober , 19 ( b
p , o t o t y p e  im p l e m e n t a t i o n s  w h i c h  c o n f o i ’ n e t l  t o  the puhi i sheo
sp ed t ’ l c a t i o n s  had been :u:r te  for .11 1 ~ X 1 oh c o m p o n en t  i n
addi t i on , a l l con’pnnc ;mts of ’ t t i e  m r .’ s’,st or ’ werm ,fl .l i laDle on fl N~-.A

I m p l e m e n t a t i o n  of ’ I i~t I “~ i m p o r r e f l t S  on ‘dLTICS an d  h i M  ~o~ i
proceeded more slowly; howeve r , Init i al Implemen tat i ons of’ MSG
components on both of’ these hosts were completed by the end of 1~~1b.
l’y ~ovember , 19Th sufficient progress had been made on Impleme ntation
of’ a L’lle Package and Foreman on MULl tC~ that It was possible to
demonstrate an interactive too l running on MU L II (’S. Progress on
implem entation of Jh() i P H  components reached a ~tm ila r positi on in
September , 1 977.

Also during this phase , a IFhF ,X Front End w h i c h  functionally
supported the Works Mana ger and Foreman . i c o o r d i n g  t ’  t h e  appropri ate
specifications was implemented.

An NSW system containing prototype implementations according
to the specifications of the core system , TENEX 1bH components , TENEX
Front End , batch IBM 3ö0 tools , as well as a rudimentary MUL L ICS
interactive tool was demonstrated to Air Force and AHI’A personnel in
November , 1976. At the same time , a demon str,rt ton of MSi components
on all three hosts was also given.

~~~~~ Reliability and Performance Improvement

E v e n  thoug h i m p l e m e n t a t i o n  of c o m p o n e n t s  on M U L F I ( ’~ an d  1PM ~bf
was  l a g g i n g ,  I m p l e m e n t a t i o n  of t he  core  s yst e m , T E N E X  11t H c o m p o n e n t s ,
a n d  T E N E X  F r o n t  E n d  h a d  p roceeded  t o  t h e  p o i n t  t h a t  the  i s s u e s  of
reliability and performance asstred major importance. The system
exhibited sufficient functional capability that it could clear ly
support use by programmers If it were sut ’flclently robust and
responsive.

The first task attacked was to provide robustness . Work  had
begun on a full—scale NSW reliabil i ty plan in 19 (5. The det ailed
plan was released in January , 19 ’1’(. Since It was (‘lear that
Implementation of’ the full plan was a major undertaking, a lesa
ambitious Interim reli ability plan which ensured against loss of’ a
user ’s files was begu n in mid— 1976. This plan was also released In
January, 1977. l y June , 19’/’( the core system , ‘I’~ NIX orema n , and
TI,NEX Front End had been m o d i f i e d  to I n c o r p o r a t e  t h e  features of that
i n t e r i m  p l a n .  In addition , both t he  MULTICS and 1PM th i,) F o r e m a n

L _________ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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(only pa rtially implemented) w e r e a l t e r e d  to co:iform externally to
the scenarios speci fied by the inter im rel iabil ity plan. A SiStett i
e x h i b i t i n g  t h e  new s c e n a r i o s  was  re leased  fo r  use  iii J u n e , 1’, f ( .

P e r f o r m a n c e  of ~~ had been slow f r , ’ the in it Ia!
i m p l em e n t a t i o n .  The r e a s o n s  fo r  slow r e s p o n s e  w e r e  m a n y :

o i n t e r a c t i o n  b e t w e e n  c o ’ 4on en t , s was  by a t h i n  w i r e  ( t ’ .~~ a n d
t h e  A r p a n e t ) .

o N~ W corponent3 (which constitute a n  o p e r a t i n g  s y s t e m)
nevertheless were executed as user processes un~n.~r the local
h o s t  o p e r a t i n g  s y s t e m .

o Component Imple m entati on h ad  bee n  o r i en t e d  t o w a r d s  ease of
d e b u g g i n g  and  o t h e r  c on c e r n s  of prototype systeus rather
t h a n  t o w a r d s  the performance expected of a 1~roduct  t on
sys t e m .

In 1977 , e f f o r t s  to i m p r o v e  lLSW performance were te gu nr .

The first effort was the development of’ a performance
measuring package for IEN EA MSG . Results of the fir,i t set of
measurements were reported in April , 1977. Some perfor neance
improvements were suggested by the init ial measurements , but the most
obvious suggestion was that more sophisticated measuring packages
were needed. Several suc h packages were begu n to perforn’ various
kinds of measurements on T~,NEX components. A ll of these packages
were complete by February, 1978. by May, 19 ’(d , all TENEX corr.wnents
had been instrumented and me asurements of page use , Cl’U time , elapsed
time , use of JSYS (TENEX system commands ), etc. tia .i been taken under
a variety of system load conditions anu on several aifferen t ~LN .A

hosts. Eff’orts are currently under way to Im p l enc ni t the per formance
improvements suggested by these measureme :rts . Performance
improve m ents have already been made to several components. Results
of these improvements are described in section 3.2 Delow .

Concurrent with the effort to improve ~SW reliability and
performance , an effort to make NSA a more packaged product were
begun. Regression tests for the externally available NSW user system
were developed and applied to each system release. A user ’s manual
for the system was published. t)ocu~tentation of the core system ~.as
produced. Finally , a draft configuration management plan was
de ve loped .

Phase  fou r of N SW d e v e l o p m e n t  is s t i l l  c o n t i n u i n g .  E i f ’ or t s
to improve performance of’ TENEX components are substantiall y
complete. Certain features of the full scale reliability plan have
also been implemented , and phase four should be complete by mId 1979.
Phase five , development of a production 148W system , is underway . The
efforts proposed for phase five are describe d in section ~L below .



3. Current Status

3. 1 Overview

i;ie 148W system currently available to users was released in
November , 1978. It has the following characteristics:

o Twenty interactive TENEX tools; five of these tools are
installed in TOPS2O, but some problems remain as comp ared to
the TENEX installations.

o Ten interactive MULTICS tools , some of which are still being
tested.

o One Interactive 11114 360 tool , and nine hiM JuO batch tools.

o basic set of’ system commands.

o User documentation and Support.

o Rud imentary set of management procedures.

o Improved operability.

o Conf igu rat ion of sy ste m inclu des follow ing hosts:

ISIC
S R I — K A
CCN
RADC-’TOPS2O
RA bC-M ULT ICS

Funct ionall y , the current 148W system is minima lly adequate. It has
a reason ab le collec ti on of tools , but many of these tools have not
been adequately tested. The minima l set of user commands is
available and tested, but many needed user features are lacking — e.g.
comman d macros , ‘ ‘  in file commands , I/O devices , Arpanet ma i l, etc.
Performance has been improve d significantly. The documentation of
sy stem componen t s  has been improved , but much needs to be done.

T E N E X  and TOPS2O a re  a v ai l a b l e  as Works  M a n a g e r  or Tool Bear ing  Hosts
according to specification , but TOPS2O tool enca psul a t io n is
currently less satisfactory than TENEX . Additional encapsulated
tools can be installed in either environment to increase NSw
capacity. Batch tools are available on the  CCN IB M 360/9 1 , an d more
can be installed as needed. A major overhaul of the entire batch
system has made it more consistent with the rest of NSW , mor e
f l e x ib le , powerful , operable and resilient. The IBM 360 Foreman
implements only one interactive tool , and a minima l set of specified
features. The MULTICS implementation has been improved enough to be
included in the user system with an expanded tool set, alt ~ughproblems persist — part icularly in the Foreman ~inplementation .

The current status of’ the individual component implementations
is presented in section 3, and planned improvements to the system
are p resente d in sect ion ~f.
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3.2 Componen t s

In the following subsections we give a description of t h e
current status of each NSW component.

3.2. 1 Core System Componen t s

l’he core system components  - Works  M a n a g e r , Ch e c k p o i n t e r , and
Works  M a n a g e r  Opera tor  — are  s u b s t a n t i a l l y  complete .  The W o r k s
M a n a g e r  has  been the ob ject of an e x t e n s i v e  and  successfu l  e f fo r t to
Improve its performance. The Checkpointer has had its functionality
enhanced , and been made more robust .  The W o r k s  M a n a g e r  Opera to r  has
been s u b s t a n t i a l l y  r e w r i t t e n  to i n t e r f a c e  to the  b a t c h  Job Package ,
and to conform to  the  cod ing  s t a n d a r d s  imposed on the  W o r k s  M a n a g e r .

3.2. 1 . 1 W orks  Manage r

At prese n t , the Works Manager consists of a n~uiiber of identica l
concurrent processes whic h implement the Works Manage r proce~ ir es.
All such processes share two common data bases , the Works Manager Table
data base and the NSW File Catalogue. In addition to these processes
there is a separate process , the  Ch eckp oin t e r , which makes periodic
b a c k u p  copies  of the  da ta  bases.

The Works Manager supports 36 different works Manager procedare
calls , which are available to other NSW processes. These procedures
are  desc r ibed  in the W o r k s  Manager  Sys tem/Subsys tem S p e c i f i c a t i o n  and
the  W o r k s  M a n a g e r  Program M a i n t e n a n c e  M a n u a l .

A s u b s t a n t i a l  e f f o r t  was i n v e s t e d  in i m p l e m e n t i n g  the  scenarios
describe d in the “Interim 148W Reliab Ility Plan ” (CA— ’1 701-2111) . These
scenarios are as close as possible to the final 148w design which is
described in “148W Reliability Plan ” (CA— 7701— 1411 ). The goal of
these scenarios was to guarantee a user that a system malfunction ——
o ther than catas tro phi c d i sk  fa i lu re  —— woul d cause fe w , i f an y, of’
her/her files to be lost. This guarantee includes files stored in the
NSW file system as well as closed local files in a tool’s workspace.
It was not a goal to provide continuity of service in the face of
individual component failure , nor was it a goal to eliminate
long (p o s s i b l y  end l e s s)  w a i t s  by the user in the even t of m essa ge
d e l a y s  or component  fa i lure  (t h e s e  d e s i r a b l e  goals w o u l d  be met
by implementing the complete reliability plan ).

In  or der to gu a r a n t e e  t h a t  NSW f i l e  s y s t e m  f i l e s  not be lost
(exce pt un der rare c i rcumst ance s) i t was necessary to p reserve t he
N SW file catalogue. It was presixned that these files themselves
are  p rese rved  by some m e c h a n i s m  on the  f i l e  b e a r i n g  host.  P e r i o d i c a l l y
( c u r r e n t l y  at  app rox ima te  t w e n t y  m i n u t e  i n t e r v a l s)  t he  WM f i l e
ca ta logu e is locked , the  e n t i r e  f i l e  ca ta logu e is copie d on to  d i sk ,
and  t h e n  the  lock is re leased.  The WM a l so  m a i n t a i n s  a d a t a  base of
a c t i v e  users , a c t i v e  tools , etc. , w h i c h  is also copied o n t o  d isk
(using the same mechanism described , above for the catalogue). The
Checkpointer , a ne w N SW com po n e n t , was designed and implemented to
fulf ill this function.
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The twenty minute interva l introduced a w i n d o w  dur ing which a
file transaction may be lost If the WM host should crash. This
twenty minute interva l is sufficient with respec t to 148W Exec commands.
However , a tool migh t wait until terminatio n to deliver any files;
in this case, many hours of work could be lost. In order to avoid
th is problem , a mechanism was developed so that a Foreman could ensure
the preservation of the local tool workspace (LNL)) in the event of
either local host crash or the failure of othe r 148W components. The LNL)
contains any files being delivered by the Foreman on behalf of the tool.

The mechani sm developed ensured that the LND is preserved until
after a file catalogu e containing references t o  delivered files
has been checkpointed. The LNU is only (intentional ly) erased after
tool termination. Whenever a tool terminates normally, an additional
message (FM— GUARANTEE) is sent by the Checkpo lnte r (the process
performin g the file catalogue checkpoint) to every Foreman instance
which term inated since the last checkpoint. Each For eman instanc e
.~v t 3  a timer and i f  the  F M — G U A R A N T E E  message  is not r e c e i v e d  w h e n  the
t i m e r  goes o f f , t he  Forema n saves  t h e  L N U .

The requirement for the Eureman is that It muse be able to
maintain the LNL) Is such a way that it. is preserved over Foreman
host crashes. The Foreman must be able to ex pl i citly invoke this
s a v e — t h e — L t $ fl m e c h a n i s m .  This allow s the Forema n ta explicitly preserve
the tool’ s workspace should any .litficultie s ar i se durin g some scenario.

The AU 1 OLOGOU T scenario is initi a ted by a break mi the
connection between the user ’s terminal and t he  Fr on t E n d .  A l l
run n ing tools are forced t.o stop and Ini tiate the save— the— LUL mechanism
describe d above.

A mechanism wa~ also implemented which illow s the user to have
(some of) the saved files del ivered to the 148W file system. This
mechanism is provided by the LNDSAV EL ) and HERUN TOOL sceanarios . Once
a Foreman has performe d the save— the— LNL ) mechanism , it infor ms t he
works Manager. The Works Manager maintains a record af ’ such s a v e d  LNL ) s i n
each user ’s node record . A message will be sent to the user at each
s u b s e q u e n t  l o g i n  u n t i l  t h e  user c a u s e s  its deletion by using the RERUN
command (which invokes the RERUNTOOL. scenario) . The user will receive
messages about the saved L 14I) u n t i l  t h e  user  e x p l i c i t l y  saves  the  f i l e s
fERMI NATE subcomii and) or de letes t t i o t  (AL ~W~T) sut’cjmmand). Currently,

t h e s e  a re  the  o n l y  two opt ions  of ’ R E R U N  w h i c h  are implemente d ; it has
been proposed that RERUN l~e expande J to allow the user to r u n  a new
instance of the too l in the saved ID .

A major change was the intr oduction of the Works Manager Table
Facility as a performance enhancement . See Appendix A for details.
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The Work s Manager , which consists of’ a p p r o x i m a t e l y  ~ ‘ .‘(K
lines of IICP L code , is structured into a number of l a y e r s .  At the
top level , WMM A IN waits for a procedure call message from another ~Sh
process , does initial decoding and validity checking of’ any such
message , t h e n  d i s p a t c h e s  t h e  message to the proper routine. The
W o r k s  M a n a g e r  R o u t i n e s , WMRT NS , I m p l e m e n t  t h e  3b W o r k s  M a n a g e r
Procedures. At their disposal are a number of lower— level utility
packages and subsystems . The Works Manager Table Package , WMTPI (G ,
handles all intere~ctlons with Works Manager tables. It serves as an
interface to the Information Retrieval System , If~Ht~~V , which ‘~an a ~,es
the I~SW File Catalogu e and the Works Manager Tables. All I~~ n
processes written in BCPL have available NSUPKt~ and UC Pr’K~ . N3UPKG
c o n t a i n s  a n u m b e r  of facilities to handle ~~~ messages , create and
record NSW fault descriptions , etc. bCPPKG provides basic utilities
to handle character strings , do searching and sorting, and so forth.

As with other core system components and the ‘ i tN ~’i ~/ 1’OPS2 U
F i l e Package , the  W o r k s  M a n a g e r  is t r a n s p o r t a b l e  be tween  T E I 4 E X
and TOPS2O without modification. See Appendix C for details.

J



~~~~~~ Checkpoi nter

The Checkpolnter status m i r l c s  that of the Works Manager ,
since it consists large ly of the entire Works Man ap~er utility
~ackage , w i t h  a relatively sm all upper layer of’ code to ir’p lemen t
t t~e specific Cneckpointer procedures. Thus , like other core
syste~’ coMponents , t h e Check poin te r is  t r a n s p o r t a bl e  b e t w e e n
Tt~NE X ~mc R.PS~’~ withou t modifi ca t i o n  (see A p p e n d i x  C ) .  The
;‘erforman~ e improvements reali:ed by the Work s Man,i~ er t ab le F a c i l i t .
.i iso ~~~ly o some ~.hec ~ po inter procedure s .

The C h e c k  p~~tn t e r  h a s  the tel lowin g , charact er i si i c s :

o l ; ’p l e t r c nts the EM — ~.;UAHAN rEE call on the Foreman
required Dy the Interim i e l i a t i l i ty scenarios .

o :‘anages 145* f i l e  d e l e t i o n .  F i l e s  de l e t ed
by  t h e  user are actually deleted by the Chec kpomn ter
a f t e r  a t i n e i n t e r v a l , as r e q u i re~ by the Interir
.‘~e l x ~i b i l i t y  P l a n .

o Ma ~~es C h e c k p o i n t  f i l e s  of a l l  W o r k s  M a n a g e r d a t ab a s e
files at approximately twenty minute intervals.

o Is robust and flex iDle to  abou t t h e  same l e ve l  as t h e
Works Man arer itself.

....1 .3 works Man ager Uperator

The modification /partial re— Implement ation of the Works “~anaEerd p e r a t o r  ( .~‘tC ) to  m e e t  t h e  r e v i s e d  batch Job Package specification i n c l u d e d
as A p p e n d i x  b to  t h i s  r e p o r t  i s  comple t e .  The new v e r s i o n  of W MU
w a s  r e la s e d  as a co~~p on e n t  of t h e  c a n d i d a t e  use r  145W sy steit. on
L~’v ember  16 , 1975. the one WMO procedure specified Is supported.
this version has been extensively tested with the corresponding
version of the CCN/360 L3J P released nn the same date , and there are na
known outstanoing deficiencies.

WMU shares a data base (the Job Queue File) with the
I n t e r a c i v e  b a t c h  Sp e c i f i e r  ( 1 1 5 )  r:odale in the Works manager. We
intend to remove this shared access by m a k i n g  all access to this data
base be via procedure calls on ~MO , which will have sole access. To
this end , direct access to the data base by the W M to get a batch job
status (NS~ : J ot ) has been replaced by a call on W Ill,) by WM on the
(new) W~~C— SHOW JOB procedure. L)irect access to t h e  d a t a  base by 1135
w i l l  be r e p l a c e d  by use  of a WMO p r o c e d u re , W M O — E N T E H J O I 3 , to be
s p e c i f i e d  a n d  i m p l e m e n t e d  In the  f u t u r e .

T h e  e x t e n s i v e  r o d i t ’ i c a t  ions to ~MO h a v e  a l l o w e d  us t o  m a k e  its
p r o p r a r ’ i n i n g  s t y l e  c o n s i s t e n t  w i t h  t h a t  used  in the  Works Manager and
File Package. Its use of the Works Manager utilit ie s is also consistent
with the other components , and its l o g g i n g ’ a n d  t i m e o u t ,  b e h a v i o u r  is
i d e n t i c a l .

—~~~ - ~~~~~~~~~~~~~~
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Some able characteristics of’ the current ~~5.) — particularl ) those
not suggested by Appendix I — are as follows:

o W N ’ C is r e s p o n s i b l e  for  b o t h  process ing the Job ~ueueFile and handling W~~ C proce dure calls. These two tasks are
handled by distinct instances of *MO in any given I.o* sy s t e ~’ .

( 1 )  There is exactly one instance of ~~~ processing t~ i e  Job
queues. A standard lockin g discipline guarantees
that precisely one suc h instance exists. This Ln~ ta:ice
executes the job steps necessary to process ~batch job , and initiate s all procedare ca lls
to external processes (WM , UJF , Ft ). It n ever rf’ceives
generically addressed MS~ messages.

(.~) There are zero or more instances a t ’ WM h. ) .~h i c t  receive
generically addressed MSG messages , and hanole all
currently defined *MO procedures. These instances
never execute job steps or initiate externa l procedure
calls, thus , these lrstance(s) provide external access
t’) the data base.

o A primitive retry mechanism exists. *I C  will retr y an
external procedure call indefinitely when it fails iue to
network or remote host crash, It will retry a faiied
external procedure call a -“aximum of three times it ’ the
f a i l u r e  i s  d u e  to  r e s o u r c e  p r o b l e r s , e . g .  n o  d i s k  space .

o S t a t u s  r e por t s  g e n e r a t e d by dM0 f o r  d i s p l a y  by .~~~ . (NS~.: Je~~)
have been made more inform ative; all information supplied
by L3JP is reported.

o The maximum number of jobs in the job queue file is currently
b~~. This may be increased when needed , but requires
re—com pilation and reloadin g, at’ WMO .

o Th e W~’C cycle number may he set manually by the W :-5) utility
(WMOUTL) , but does not automatically increment with each
co ld  s t a r t .  “Cold  S t a r t”  i n  t h i s  version occurs only when a new
new job  queu e f i l e  is c r e a t e d .

- ~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
i-.- —‘,~~— — ~~~‘—.- ., -.—--- —
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3,. . ‘ ‘rFNEx/ruPs ~o T13}I C omp onents

The TEN~X/TOPS2O TL3 U is the most  a d v a n c e d  of the three i’UUs. All
c o m p o n e n t s  ( M S ~~, Fo reman , a n d  F i l e  P a c k a g e ) a r e  s u b s t a n t i a l l y  c o m pl e t e
and tested. All components are transporta b le bet~ ce n T1~NEX and TOPS. J.

3. .~~ .
1 MS1J

The ~~~ s p e c i f ic a t i o n  was  p r o d u c e~1 i n  January , t~ ft~. it w a s
revised In December , 1 97h  — pr im ar il~ to resolve ambiguities in th e
earlier document. It was extende d in April , 1975 t o  . i l l o w  ton
s u p p o r t  at’ multip le , c o n c u r r e n t NS~ systems . The TENEX/TOPS—~ O M5.~c o m p o n e n t  i m p l e m e n t s  the revised ano extended specification w i t h  c i i i )
t w o  e x c e p t i o n s  ( w h i c h  are  noted be l a w ) .

The T F h F X / r O P S — 2 0  i m p l e m e n t a t i o n  of M SU i s  a s i n g l e  e x e cu t a b l e
“oduie which will run under TENEX , TOPS— .() Version b It’ , and TOPS— .’P
Release ~. i n  addition to t h e  c o m m u n i c a t i o n  funct ions supportea for
nrocesses (aid defi ned by the MSG—process interfac E pec i fication) the
i r . N E X / T O P S — ~~C i m p l e m e n t a t i o n  i n c l u d e s  a p o w e r f u l  pr o c e s s  m o n i t o r i n g
and uebu gging facility, and comp rehensive performance monitoring
s o f t w a r e .

The  F F N E X / T O P S - ..~L~ i m p l e m e n t a t i o n  does n o t  p e r f o r m  M - ~~S~a u t h e n t i c a t i o n .  Message  s e q u e n c e i n g  and s t r e a m  m a r k i n g  a re  no t
i r r p l e m e n t e d  (h o w e v e r  t h e  u n d e r l y i n g  s o f t w a r e  s t r u c t u r e  e x i s t s  to
su ; ’p or t  b o t h ) .

The current implementation was extended to support new
component initiation features required to support TOPS2O 1 e11 components.
In addition , a recent modification to MSG supports rapid timeout of
attempts to contact remote hosts where an MSL, i s  not  u p ,  o r  w h i c h  are
t h e m s e l v e s  down.  T h i s  m a r k e d l y  r e d u c e s  t h e  w a i t  t i m e  imposed  on a
use r  w h o  h a s  a t te ~’p t e d  to  u s e  an u n a v a i l a b l e  r e sou r c e .

l’ti e Implementation has also been nodif ied to enhance
its performance , based on extensive performance measurements completed
t h i s  y e a r .  C h a n g e s  includ e elim ination of’ network connections for
local message traffic , data re— structuring, reduction ot’ calls
on e x p e n s i v e  JSYSFS , and improved strategies for memory allocati on .
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~~~~~~~~ Fo r e m a n

The c u r r e n t  T E N E X / r O P S — 2 0  F o r e m a n  ( V e r s i o n  l t , 2 1)  i m p l e m e n t s
a l l  s c e n a r i o  functions defined by t h e un ter in’ ~~~ reliability plan in
i t s  mos t  r e c e n t  r e v i s i o n  ( M a r c h  1 , 1977) . The ~cre :r a ri o n l y  s~.ppor t s
t o o l s  w h i c h  run  in e n c a p s u l a t e d  mode ,  i t  does  sat  y e t  s u p p o r t  t h e
direct u se  of kS~ f u n c t i o n s  by any class of tools, It carrent ly
suppo rts approximately twenty Tt- ’.LX and five TUPS~!u t o o l s in  I D  i s
encapsulated mole. Some of t he se  too l s  h a v e  b e e n . ex t e n s i v e l y  t e s t e d
a nd u s e . : w i t h i n ~. S w ;  o th e r s  h a v e  t n e r e l y  bee s  s u p e r f i c ’ i a u l y  e x o r c i s t u .

The l a t e s t  release can  o p e r a t e  on n o t h  ~(. -1A a ’ t d  I L  i’ .;— .~ L
R e l e a s e  3 c o nt ’ i~~u r a t i o n s .  T h e r e  is a s in ~~le ~~~~~~~~~ fi it’ whic:. iiet.ects
a t  r u n t i m e  t he  co n t ’ l h ’u r a t i o n  t y p e  a n d  m o d i f i e s  it s  t e h i v i o r
a c c o r d i n ~’1) . T h i s  newest release h a s  now had adequate field testin g ’
on th e -.:C~~.achtnes . Not all ‘rENEX hS.~ too l s  a re a v a i l a b l e  on
I C ? S — . 0 and  t h o s e  that are have not been testec t o  the same degree us
t h e i r  1Ff ~~X c o u n t e r  p a r t s .

The c u r r e n t  F o r e m a n  i m p l e m e n t a t i o n  handles the problem of
s t o r i n m  “s a v e d ”  tool workspaces through the ter po ra ry means of’
u t i l i z i n g  t h e  w o r k s p a c e s  t h e m s e l v e s .  A p e r m a n e n t  f a c i l i t y  to h a n u l e
workspace ma nagement is already designed and implementation is
p e n d i n g .

The  T E N E X / T C P S . O F o r e m a n  has  been  e x t e n s i v e l y  m o d i f i e d  as a r e s u l t
of the extens ive performance measurements made in early b’

~
’(h and

reported in i~i~~ report ~~ 38~47 , “A Performance Investigation of the
National Software ~orks System ”. 1~erforr,ance enhancem ent has ueer .currently limited to reducing resource con surption by the roreman
e.g. by minimizing use of expen ive JSYSes , pre— allocating
workspace directories , etc. Future work will address alternative
system support configurations , and  altered patterns of 1.5~ communications.

L - _ _
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S F i l e  P a c k a g e

1 re  i E t ~ , X / k P S ~~C F i l e  P a c k a g e  is now f u n c t i o n a l l y  co ’r . l e te .  i h e
t a s w  of w r i t i n g  I n t o r r e d i a t e  L a n g u a g e  enco~~e / d e co u e  f o r  n o n — ’ I E N E X  b i n a r y
f i n i s h e d  f i l e s  is  now c o m p l e t e , a n d  ‘t a s  been  t e s t e d  w i t h  th e  CCN/ 3 o0 F i l e
p a c k a g e  fo r  s e v e r a l  r e p r e s e n t a t i v e  b i n a r y  f i l e  t y p e s .  The c u r r e n t
r i l e  p a ck a g e  v e r s i o n  h a s  t h e  f o u 1 o w u n ~ c h a r a c t e r i s t i c s,

o ‘~1l s p e c i f i e d  F i l e  P a c k a g e  p r o c e d u r e s  a r e  i i : p l e m e n t e d
an c  t e s te d  fo r  l oc a l , f a m i l y ,  a n c  n o n — f . i m i  l v  n e t w o r k

s a n s t  e r s.  U n s p e c i  f i ed  p r o c e d u r e s  to s u p p o r t  the o b s o l e t e
1 P m e ch a r  1 sins i n  v, Mt) h a v e  been e x p u n g e d .

o The  I n t e r m e d i a t e  L a n g u i ,~e ( I L )  e n c o d e / d e co d e  p a c k a g e  h a s  been
r e — s t r u c t u r e d  f o r  greater efficiency and m a i n t a i n a b i l i t y .
E n c o d e / d e c o d e  h a s  been p a r t i t i o n e d  i n t o  t h r e e  classes — te x t
files , sequenced test files , and binary files ; there is an
encode  and  a decode m o d u l e  f o r  e a c h  c l a s s , t o t a l l i n g
six. Code size has  i n c r e a s e d , b u t  both efficiency and code
c o m p r e h e n s i b i l i t y  h a v e  been  ~‘r e a t 1y  e n h u n c e a .  The i n t e r f ac e
between the ( U C P L )  ( ‘a i l i n g  r o u t i n e s  a n d  t h e  ( M A C N b 0/ .’V )
s e r vi c e  r o u t i n e s  h a s  been s i m p l i t i e d .  l r p l e r e n t a t i o n  of h i n a r )
f i l e  e n c od e / d e c o d e  i:~ c o m p l e t e , a n t  has b eer  e x t e n c i v e l y  t e s t e d
both against itself (i.e. a~~u i n s t  a r e r o t e  I t  N F X  s t m u l a t i n ~’,
a n o n — T E 9 E X  h o s t ) ,  a n d  a ’ u u n s t  the C C k / 3 b 0  F i l e  Package.
We h a v e  c o n f i r m e d c o r r e c t  t r a n s m i s s i o n  o f ’  CMS. ’~ object
f i l e s  f r o m  C C N / 3 b 0  t o  T E N ~~X / 1 U D S , O.

o ~‘ e r f o r m a n c e  en h a n c e ~;e n ts  h a v e  been  im p l e ~:en t e u  based  on t h e
results of t~DN ‘s performance invest igat i o n  as r e p o r t e d  i n
L L ! ~ r e p o r t  N o .  3~~4 ( , “A Per fori- anc e Inv es t 1~’, a t i o n  of t h e
~a t i o n al  S o f t w a r e  w o r k s  Sy s t e m ” , U X A F F  VE~~SItJ N , J u l )  19?~t ’y N i c h ar d  E .  S ct i a n t z .  We h a v e  mi ri i r i i z e d  t h e  use

of  e x p e n s i v e  J SY S e s , n o t a b l y  t h e  C~~hI R ( c o n n e c t
to  d i r e c tc r ~~) JSY S ( a v e r a g e  cost. ~C t~s per
c a l l ) .  We ~:av e  done so by s p e c i f y i n g  t h a t  the  F i l e  h~ac k a~~e
sust be able to create/read/d elete files i n  i t s  own f i le sp a c e
a n d  F o r e m a n  w o r k s p a c e s  w i t h o u t c o n n e c t i n g  to  them , a n d  l e t t i ng
it stay connected to Its L U L I t ~ d i r e c t o r y .  T h i s  has had
no practical effect on the operati on of N~~~ , beyond requiring
th at  thes e d i r e c t o r i e s  be a c c e s s i b l e  f r o m  t h e  system LOt IN
d i r e c t o r y .  T h e s e  e n h a n c e m e n t s  hae  r e s u l t e d  In a C P U  u sage
r e d u c t i o n  of up  to t O t  f o r  d e l i v e r y  of a f i l e  f r o m  t h e
F o r e m a n  w o r k s p a c e .
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o The File Package is completely transportable between TL~.,.Xari d TU PS ~~O , r e q u i r i n g  no m o d i f i c a t i o n s  or  p a t ch e s .  T h e
s i m p l e  t r a n s p o r t a b i l i t y  i s  based  on t he  u s e  of tri e d l o~~j l
Tailoring File for filespace name , lo ,.,ging infor~.ati on , an c
t h e  use  of t h e  J SY ~ encapsulation pack ai’es ru’~ i n c l u  i e J  i i  t i e
ncr.< s ~‘anap er uti ll ti e3. (See :~pp er:ci x C).

o f e l o g g i n g  of r~ 5sages s en t / r e ce i v e a  v i a  ~‘~ )S is  un ~~er
c o n t r o l  of ’ a s w i t c h  in the ~lobal ta iloring File (as in

W~.C a n d  C d K P T H ) .  W h e n  l o g g i n g  i s  d i s a b l e d , CE ~ u s a g e
f o r  t y p i c a l  FE calls is reduced .5t — i4U ~~~. For c o m p a r i s o n ,
t h e  FP retrieval calls analyzed In I ’ L i. r e p o r t  h o .  3647 ,
“A Performance Investigation oh’ the l~ationa l Softwarei , o r k s  System ”, URA FT V RSIUN , July 19f~ by h z c h . ~rc  ~.. S c h an t . ,
w h i c h  a v e r ag e d  a b o u t  2 .9  mis , can  be reduced to as low as
0.7 ins w i t h  l o g g i n g  d i s a b l e d .

The F i l e  P a c k a g e  i s  w r i t t e n p r i m a r i l y  in h C P L  ( a ~~p r o x i n . a t e ly
6.9K statements including utilities. ) The ZL encode/decode package
is written in Macro— lO and consists of approximately 1 .1K instructions.
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3. 2 .3  I’. M  360 Ti ’ U C o m p o n e n t s

The I BM 360 TUH is the second most advanced host. MSG and
the File Package are substantially complete. The batch Job Package is
d e b u g g e d  a n d  a v a i l a b l e .  The weakest component i s  t h e  F o r e m a n w u i c h
implements only a small subset ot ’ t he  specification.

A new o v e r l a y  m e c h a n i s m  w h i c h  s u p p o r t s  o v e r l a y i n g  of e x c l u s i v e
segments has been constructed and In stalled in the File Package , Forem an ,
and batch Job Packare. This mechanism was required to allow these
c o m p o n e n t s  to  f i t  in  a v a i l a b l e  r e a l  co re , a n d  t o  a l l o w  for  i n c r e m e n t a l
increases i n  code s i z e .

3. 2 .3 . 1 MSG

The IBM 360 ~‘tS~ component implements substantially all of the
r e v i s e d  MS s s p e c i f i c a t i o n .  It does not yet implement the April , 19(8
e x t e n s i o n .  The f e a t u r e s  of the  c u r r e n t  v e r s i o n  a re~

o F l o w  c o n t r o l  is i m p l e m e n t e d  f o r  bo th  s i d e s .

o The present TENEX limitation of 2048 bytes per message
is larger than CCN can handle reliably with its current
a l l o c a t i o n  of r e sou rces  to  th e  NCP region. Therefore ,
CCN ’s MSi; is being configured with a maximu m inter—MSG
m e s s a g e  s i z e  of 1024 b y t e s .

o An ~.O process can be m aterialized automatically in
e i t h e r  ISO or batch. The IBM 3b0 I ’S~ r e q u i r e s  t h a t  a
process  s p e c i f i c a l l y  “m a t e r i a l i z e ” i t s e l f  with a system
c a l l  to  t h e  c e n t r a l  MSu . I n c l u d e d  i n  t h i s  m a t e r i a l i z a t i o n
c a l l  is an e v e n t  s i g n a l  w h i c h  w i l l  be s i g n a l l e d  to
p e r f o r m  t h e  “ t e r m i n a t i o n  s i g n a l”  f u n c t i o n ;  h o w e v e r ,
at present ~sU— centra l never signals t h i s  event.
No m e c h a n i s m  e x i s t s  to  a l l o w  a p rocess  w h i c h  is
restarting after it crashed (while MSG—central stayed
u p )  to  r e st ~ne i t s  e a r l i e r  i n s t a n c e  n u m b e r .

o i~o t h  S e q u e n c i n g  a n d  S t r e a m  M a r k i n g  h a v e  been  i m p l e m e n t e d .

o MSG now i n c l u d es the  a b i l i t y  to a u t o m a t i c a l l y  s t a r t  a
process  u~ de r TSO w h e n  MSG i n i t i a l i z e s  i t s e l f  after a
sy stem c r a s h .

o A u t h e n t i c a t i o n  is I m p l e m e n t e d  in a m a n n e r  w h i c h  does not
m a t c h  t h e  c u r r e n t  spec i f i c a t i o n s .  The most  important
difference is t h a t  an ICP is required to the CCN
authentication socket.

0 binary direct connections may use a n y  b y t e  s i z e , b u t  b y t e
• sizes smaller than 8 b i t s  a r e  l i k e l y  to lead to problems

in determining the actual length of the message. 

~~~~~
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o It ha s  been decided to p rov ide  for  a m a n i f o l d  of
c o e x i s t i n g  HS~ sys tems on the same A R P A ~~ET hos t s .  Th i s
r equ i r e s  t ha t  a host suppor t  m u l t i p l e  ~SG ’ s , us ing
d i f f e r e n t  con tac t  sockets.  The 360 t~SG was  imp lemen ted
to a l low both  a “p r o d u c t i o n ” a n d  a “t e s t”  rI SU to
coex i s t s , us ing  d i f f e r e n t contac t  sockets .
It is planne d to  m o d i f y  MSU to a l low i~ore than  two
different MSG ’s to coexist; this modification is not
as t r i v i a l  as i t  was once  b e l i e v e d  to be.

o The current process interfac e for direct connections
blocks internally, so that the process does not
receive control from an alarm until all direct
connection I/O completes. The direct—c onnection
interface must be changed to be non-blockin g,.

o Now optimizes the number of idle server processes m ainta inc~dbased on predicted system load.
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3.2.3.~? For eman

The IBM 360 Foreman provides only a subset of the features
defined in the specification , as only features req u ire d to support the
DISPLAY tool are implemented. Specifically :

o The 360 Forema n supports encapsulated tools only ; in
p articular , there is no Foreman—too l interface.

o i~n c ap s u l a t i on  does not extend to t he  f i l e  s y s t e m.
The re for e , NSW files can be fetched only
before the tool starts. Files cannot be delivere d , as this
feature is not required by L)ISPLAY . This is
accomplished by the Forema n interpreting a control stream
which it receives in the “filename— list” field of the
FM—BEGINTOOL command. A tool cannot dynamically select an
t4 SW f i l e .

o The only tool—control command implemented is F.l—BEGINTOOL ;
FM-STARTTO UL and FM—STOPTOOL are not implemented. Any
no n—ze ro value for Entvec is interpreted as 1 , i.e , it
starts the tool at the beginning.

o There is no Local Name Dictionary (LNU) , an d hen ce no
saving of LND ’s. FM—OK is not implemented. No LWD cleanup
process is started automatically after a system crash.
FM—REBEGINTOOL is currently implemented as another name for
f’M—BEGXNTOOL. Otherwise , tool starting and stopping follow
the interim reliability scenarios.

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
—
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3 . 2 . 3 . 3  File Package

The IBM 360 File Package Implements substant lall) all of’ the
revised specification. A few features hive either not been ir’,’l e?’crte .i
or have been incorrectly implemented. Sp eci tioal ly :

o All forma t effector s and record contr ol tokers of le
a r e  I n i p l e r - en t e d .  H o w e v e r , t h e  v ar  tab le t’erra t c’ff’cters
HI , ~T , LF , and FF , whose in ter p re ti t ien s are defined
for  each f i l e  by the ~j H’ a re not  f ’u l l ~ t e s ted  w i t h  t h e
Tenex File Package.

o The IB M 360 F i le  P a o k a g e  n e v e r  ar t ’ s  i t  s~ - i f  f o r  a i a r r s , an d
It never sends an a l a r m . I f  an e r r o r c o n d i t i o n  i s  f ’4..u c i 4l
during data transfer , the lH’~ ~f - .) F i l e  I . i ck a g e  ~ i l ~i m m e d i a t e ly c l o s e  the conne ’.’t i on  t r . i t P : c ’r t i m  sefl( 1 an alan ,,
as ca l i e d  for  In th e  spec I f i  ca t  to cm ) • i l ie I i I o I , ’ok . m p c ’

ha s no m e c h a n i s m  fo r  r e p o r t  m r  t i m e  s t a t u s  ‘f ’ a
transfer operation.

o The full Error ic scr ipt er~ are not supi’l ted tm~ t im e F i le
P a c k a g e , t u e  to P L / P C P r e s t r i c t i o n s,  i n  ~ar Licula r:

— T h e  l i st  of debu g  r e p o r t s  i s  a l w a y s  rr -~’ t y .
— O n l y  o n e  e r r o r  can be r e p o r t e d , t i m e  I i r st

one de t e c t e d .
— The v a l u e s  of t he  f a u l t  ~‘i a ss  a n d  f ’a m i L

n u m b e r  f i e l d s  h a v e  not been pt ’~’p e r l v
co rrelated ~ith other File Iao ~ .mge
iimpl em ent a t i on ~ .

— The I m p l e m e n t a t i o n  of t ’ ic ’ S m 1 t h ~. . ” 1 a n
A s t r o n o m i ca l  Date St andard i s  u n t e st  c’d .

o ~\ f’o rm a  t for  f a m i  ly c op i e s  of f t  le~ w h i c h  ca~mn ~’t t ’o
d e s c r i b e d  in  IL  h a s  net  b o on  d e f i n e d  or  i r p 1 c ~~o n t o ~1
f o r  t h e  h I M  ~ ‘O I’ami ly • H e n c e , a l l  t i e  I t r a u sm i :~s i o m m a ,
r e g a r d l e s s  of f a r  i l v , USC IL.

o A l o ca l  d a t a  set can l’e a cce ss e d  by t i m e  t i c  Pao~ . apc ’ ~‘n l ~ L i
it e x i s t s  w i t h i n  a d i r e c t o r y  in t h e  ~1S~ d i r e~’t ~‘i’ v — g r ~’ap
(i.e. , h a v i n g  the N S W charg e n u m b e r ) .  S i n s ’ e t i m e r , ’ is

• no m e c h a n i s m  t o  “ c on n e c t ”  t e a non— h dl rec t~’r v  , t i m e
p a s s w o r d  p a r a m e t e r  is  I g n o r e d .

c ‘ rc  b l o c k i n g  Is  not s m i p p ’m ’t ( ‘ 4 1 ;  a r e~ ac’ s t t o  :~c’ i u  a n
I L — e n c o d e d  f i l e  w i t h  a tr amm sn i 55 Ion  ( ‘l eek  s i  ~ c’ a r a l  i , ’r
t h a n  the I i .  h i o c k a i z e  in w h i c h  i i  Is reocr~fcd cmi
m ay  f a l l .  T h i s  15 not e x p e c t e d  to  ic ’  a ‘ 4 ’~~ler - , siflec ’
F i l e P a c k a g e  t r a n a m i  sa lo n  bloc k, i ~‘ c’a , im ’ ,’ e\ p e ot e ~1 I s  i c
esta bi I shed by g e n t l e m a n  ‘a ,igrc ’eIrc ’ mi t a n t i  nat var Ic ’ s I .

o H i n a r y  1 .L .  encode /decode  has  now b c r n  testcu an ti ~ioPugge~1
w i t h  the  ‘r~ N E X / I ’ 0 P52 1) F i l e  l a c k  ag o .

o On ly b y t e  s ize  8 is  su p p o rt e t  f o r  dita I r a n s i e r .

- •“-- .4
• • - - - - - ‘-.‘.-- • --~~~~~~~~~~~~~~~ -- -~~~~~~~~~~~~~ 
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3.2.3.4 Ba tch Jo b Pack age

The initial implementation of the CCN/360 Batch Job Package
i s comp le te , an d was released as a component of the candidate user
NSW system on Novem ber 16 , 1978. This implementation complete ly
su ppor t s  a l l  B JP procedures specified in the revised Batch Job Package
specification included as Appendix Li to this report. This implementation
has been extensively tested with the corresponding WMO version released
on the same date , and has no known outstanaing deficiencies. There
are  c u r r e n t l y  seven ba tch  tools i n s t a l l e d  in N Sw w h i c h  may be r u n
by .4M0—BJP. Only the FORTRAN tool has been extensively tested and
is known to run and produce good output. This testing deficiency
is l a rge ly  due  to t he  c i r c u m s t a n c e t h a t  the  pe r sonne l  r e spons ib le
fo r  t e s t i n g  WMO— 1IJP are too u n f a m i l i a r  with the cther tools to create
test input for them .

LL~~~~~~~~~~~ • •~~~ •~~~~~~~~ •~~~~~~~~~~~~~~~~~~ _ _
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3 .2. 4 ~:L T R ’ S 1 1111 ‘or~ o n e n t  s

rhe MU LT ICS Tiffi i’ vmi , m t n s  the w c ’ . i k e s t  p i n t  of ~~~~~ L I m e  s’ , ’:I~~’ 5 ’ m t c’ : I t
were impl emented to comp ly onl y superi’ ioi m lb ~~~~ t i m e s p e o i L i s ’. i t i on s .
The IOU o om p o n e n t s  h a v e  be en  5rna lv :c ’d t o  p t o 5 ’c ’ J : m i ’ c ~i’ve 1,a n d  a p r e  lin t nary co Ii I em ma n e c  studs  Pt , . s t’e cit ~r i t t e n .  F no .m~ i t  prob i i ’: ~.
h a v e  been f i x e d  t o  j u s t  t fy thi’ t O ~~ i t ’ s l : m , i i s : t  ol Y ’ l  1 S i i  t P~~’ u s e r

W i  t im an e x p . m n d ~’ 1  I ccl k i t .

~ . . . 4 . 1 i’~~~~;

~1Sm i s  a r e  1 ‘i i v , ’  lv  s t i  b l~’ ~ U I i ~’ S d ’ s t ‘ 5 l I , ’ I m t  • I S P t  ~‘.e I,

• problem is It s dependence on t i m e  un supp~ rt ed 1 ‘15k ~t ’ s i  tw ir  c.
Unsup~ierted Item: ’ in the spoo l ft Cati on , i s  s io ,.’u’ i , i m t  ea en 5 ’~’t ’t ’ . m  d~~ i t  (

~-• Jo not a p p e a r  I t ’  comp rom ise tin’ u ‘;.mbi li ty of  t i m ’ ’ ~ J L  i C ~ t i  ~ i t . . . m i  — “ I I
r era in Un j r p lc ’m e l m  t e d  i n  o Pier I ’ l l  5 ~ n t

C o n f i g u r a t i o n  c on t r o l i t i S  ( ‘ecu t I m ,- r  ovi’ d b~ s ’ n e . m t t i m ~~ a
socke t  t ab l e  so t h a t  ~~l~~F h t .S  M 5 I  i’ , m : m  L’Ofit,.ISI r o t  t o  ~~~~~~~ ~“ . ‘s ’ 5 i t  I h i ’
c o r r e c t  Soc ’k e t  n u m b e r s .

~~~~~ 4 .~~’ F o r e m . m n

The For  ert .m n cc ~1 t ,i I us I he gre ,mt c’st  nutmi ( e r  Of ’ t i n  ii p 1cm ’ c i i  I
It e m . s  , a n d  i a t he  son ic e of’ mm: ‘at  p t ~~~s B I e ’t t c i t  lime ~‘ • L 1 ‘ h . t i m e
im p ’ l e m e n t m t t o m t  s u f t ’ers f r o n t  t h e  f a s ’t t h a t  i t .  w a s  m m i ’ l e ~~c : t t ’ s: t o
su p p o r t  t eel ~ WI’ i i  U’ n s pm ’ c i t  i s i  1 l~ t o n  , :~~ — • • I eel l i m i t  m m , :’.

~~~~ I ee l  p r i n t  t iv e s  — m i n d  o n l y  1 , m t  Or  C~~ I ‘‘islc ’tt It :t:~~~ , ’ c t  I ’ ’ !

e n c a p s u l a t  i o n .  I n  g e n e r a l , i ’u o , i p s t m l . m t t o i l  c an  m m ’ ~. 1 . ,’ d o n e , ( u t  t i m , -
du al  I t y  fo  t h e  ,‘nc apsu l  a t  i o n  a f  e a ch  m m m d i  vi dim m m t  I os I l ep  ( M I S  t m e t  I\
on the .ut ount of work pmmt m e  o .melm emlo ,I 1 - : .ul.m t I ’ ’H .

• Sp ec  t (‘Ic Imp r ev e r t’ ut 5 i n  time c u r r e n t  m m : ; ’  1 e:’.o n I a t  t e r m  a ’ e

• 0 M i  c r y  ~:mt.i i i  P i g s  c - i  in l i ) i t  e l ,

o Tool te m i  t m , m  I m on work a , ‘ ;  c ’ t m t  t a l i v  ,i  ; pe t ’ t f ’ t e t .

o Al cr m r p I s ’ ci’ s s i t :  ~-, Pm as  be en i ’  p r o  vi ’ ~I .

• o Mo me I eel s  a r c ’ e n e c  p a u l  c I i ’d I s  r e m c ’  I i  i i -  1 ~

~~~~~~~~ 4 , F i le t’ ,mc kage

The L i  Ii ’ l’ , r . ’k . m g e , 1 ik e  M 5 t , i s  1 f . ; i i ’ l \  i c  I m , i t ’le  5’ ’mp~’ cmomm t .
It conforms fa i rly c loai’ly to the Spc’s’ (‘t oi l ter m , and sup~’em’ t S I t I c ’
encodement I n t o  I n t e r m e d i a t e  L a n g u a g e  , , t e m m t Os  W~ i i  a’; l i i i ’ t I  P t c ’t
-l t i ll F i l e  I’ m o k a g e ~~. b i n a r y  f i l e  t r .mnsfer t o t m o n — ~: t I l  I I t ’S m u S t s  IS  ne t
supported , B U t  is net required by any s’ ur r ’ c ’n t  ly I n t l  ailed I c o t s .

_ _ _ _  -
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5 F r o n t  In d

• The COMPAS S ~~ F r o n t  E nd  is  not muc h different functionally then
it was a year ago , since no major rewr itin gs or addition of functions
has  been u n d e r t a k e n .  It  is , h~~ieve r , bo th  f a s t e r a n d  sturdier than it
,.~~ed to he:

Faster -- Tim e FE program ’: now handles (most of) its idle tim e by
• interru pt mechanisms rather than time d waits; hence it no longer
• consiii.es a n y  CPU t im e  between o p e r a t i o n s , a n d  the C P U — t  line cost of wa iting

p e r i o d s d u r i n g  o p e r a t i o n s  has  been cut  in h a l f .

S t u r d i e r  —— Anomalous conditions , especially in comn~ nications
protocols , are detected more reliably and more discri m inating responses
are made. All know n bugs have been corrected.

Several subtle accomodations have had to be made to the TUPS—~’l)operating system ; but these have turned out to have no effect in the
TENEX operating system , so that identical object—code files run on the• two systems . Maintaining compatibility in this way means , of course ,
that no advantage has yet been taken of several of the advanced
features offered by the newer ‘

~OPS—2O.



Documen tat ion:

The “external spec s” of the F ~ are in reasonably good si:a :

o The EF ~‘SC Inter lace docum ent , or ig inally iSsued m n
Noveic~t’er 

iq~ ’(, has been correcte d an d  updated , ,c’m u
r e i s s u e d  i n  A u g u s t  1’ t ~~~’ . t describes t i m e  f o rma t and
content of all MSG r,cssar,es sent or received b y time Ft

o T ime “u se r  in t e r f a c e ” doc u m e n t  —— t i m e  .:-,~ User ’s ,~e g e r c m m c ’ -
m a n u a l  —— has been extended and p art ially rewrit ten , :110
w a s  i ssued i n  h e v e m b e r  1y : ’8 t o  des t ’r tb e t h e  s’osnm ,m ~ ,ds an ~c
o p e r a t i o ns a v a i l a b l e  to th e  use r  in  the  MSk t e r s i o n  3. 1
r e l ease .

Shor tcomings :

It is still possible for the Fl’~ process to “hang ” i t  i t S
c o n v e r s a t i o n a l  p a r t n e r  —— ~crks Manager or ( ‘ e rer an —— as ’cepts i ’m
message but then fails to reply. without a moderately extens ve
r e w r i t i n g  of the progr ams , we a re  faced  w i t h  time f o l l o w i m : t .
choice in  t h i s  c ir c u m s t a n c e :

( 1 )  A b o r t  the  H, process , w h i c h  l e a v e s  t h e  use r ’s ~ode
Records  in a b locked  s t at e  so t h a t  he c a nn o t  leg in
a g a i n ;

(~~) Stop w a i t i n g  t’or t he  rep ly  and  r e t u r n  to .~~~.i c o m m a n o
l e v e l :  t h i s  appears  to w o r k  fs ’r n o n — r o s p e n s i v e
Foremen , a ith outS: the t it -e cu 1, Pta s i - r o n  so I it  J
m i n u t e s ;  ~ or .~cr k s  S in , i r e r  ~‘;‘ - r 5 m t  m o s s , t h i s

• a lte m n a t m v e  l eaSs  to an a u t — o f — s y  i t c h  a m  t u at  t o r i  (‘rem
w h i c h  the  user  c a n n o t r e c o ver , i f  t h e  b e l a te d  rc ; l~
does eventually arrive.

( 1 )  W a t t  i n d e f i n i t e ly for  the  r e p l y ,  wh mcii is m~L :at we do
n O W .

The program can still be made small er ’ and  m er e  e f t ’lc i emm t ,

• and the input—editing facilit ies need to be completed .

‘~1
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~.3 NSW Performance

:‘ur ing the reported period a number at’ steps were taken to  improve
t h e  o v e r a l l  p e r f o r m a n c e  of ~~~ Three major avenues ot• approach were
t a k e n:

1 . Memory  use was m o n i t o r e d .

2. T E~ EX was monitored while running NS~ in order to collect
statistics on the gross use by ( ‘(SW components of TENEX resources
such as CPU t ime , JS Y S monitor calls , and pager faults.

3. Detailed statistics were gathered on norks Manage r CPU usage.

M e r o r y  use was monitored in two differen t ways. First , a memory
m o n i t o r i n g  too l c a l l e d  P AM was d e v e lo p e d , a n d  i n c l u d e d  in  m a n y  ( ‘( SW
c om p o n e n t s .  T h i s  tool , w h e n  ac t  i v a t ~~d , g e n e r a t e s  a map of e x a c t l y  w h i c h
virtual memory pages were accessed at least once between any two
~e sip ’n a t e d  p o i n t s  in the execution ot’ a program. This gives an accurate
picture of the total number of memory pages that would be required to
perform. some NSW operation with no page faults. Because the result of
u s i n g  PAM i s  a m a p  of exactly which pages were accessed , it is also
possible to  s u b d i v i d e  m e m o r y  use into code and data accesses. From this
it is possible to predict what the memory requirements would be (‘or an
N S W  w i t h  a l a rg e r  numb er  of c o n c u r r e n t  processes a l l  of w h i c h  shared
code  p a g e s  but  each of w h i c h  had  i t s  own local memory area.

PA M was able  to show w h i c h  pages w e r e  accessed at leas t  once d u r i n g
an o p e r a t i o n , but  was u n a b l e  to show how many times each page was
accessed .  Thus t he  f i g u r e s  o b t a i n e d  are doubtless larger than the true
~o r k i n g  Set for  N SW , in that pages are counted which may have been
accessed o n l y  once or twice in an entire operation. In order to get a
lower bound on NSW Working Set size , NSW was run on a metered version of

• T E ~~EX ari d f i g u r e s  w e r e  o b t a i n e d  on the  W o r k i n g  Set s i z e  th a t  T E N E X
a l lo t e d  to each N S W process .  These  figures represent a lower bound on

• 
• . the true .iorking Set , in  t h a t  the f i g u r e s  also showed clearly that the

TE~ EX configuration on w h i c h  t h e  tes t s  w e r e  made  had insufficient memory
to  r u n  NS W w i t h o u t e x c e s s i v e  p a g i n g .  U n f o r t u n a t e l y  it is difficult to
extrapolate from these figures j u s t  w h a t the Working Set would be on a
TE ~~EX w i t h  a d e q u a t e  m e m o r y .



L)uring the reported period (P. mace a n ar oer  of  tests of o v e r a l l
s y s t em  r e s o u r c e  use  by .~~~~. The r e s u l t s  of th ese  t e s t s  a r e  se s c r ib e d  in
great detail in

BUN heport No. 3d~4(A performance Inve stigation of the
hational Software ~orks SystemLThA FT VE RS ION
Ju ly 19(5
(‘(ichard E. Schantz

In  addition to the Work inp Set est ir m a te s  a l r e a i y  di sc’asscd , these test:
showed t h a t  certain hSW processes w e r e  e x p e n d i n t  a ‘r e at  d e a l  ‘f’ i i ’  e
making JSYS calls to  the o p e r a t i n g  system. As a result several I~ ’..
components , the File Package in particular , were altered IC i~~t t r a c 1 .
with the monitor more efficiently. This resulted in a substa ntial
increase in File Package performance. These ii .prover .cnts are discussed
in more detail in section 3.2.2.3 of’ this docum ent.

These m e a s u r e m e n t s  of o v e r a l l  hS W c o - : p o n en t  p1er ior r ’ m n c e  clearly
showed t h a t  the  W o r k s  M a n a g e r  was consum ing a large amount ci C P U  t i re ,
b u t  gave  no c l u e  as to  e x a c t l y  w h e r e  t h e  t im e  w a s  b e i n g  s p e n t .  To , et  a
better picture of’ the problem a new performance tool for t’CPL
was developed: PESTAT. I’FSTAT takes samples of wall clock tir’:e , C ( ,
tire , and pager time at selected subrouti n e call ari d return points. ~m~c
result is a detailed picture of what major subroutines were cal led art o
how nm uch t ime each took to r u n .  ~he n ( ‘EP f A T  was applieL: t~ ti e wor,, ;
‘ anager it showed quite clearly that tim e major probler was t ~~~~~ t he
W o r k s  M a n a g e r  was  using the powerful but s low l n t ’ or :’ : a t i o n  s et r i e v a l
System to store all of its tables , including those tables w h i c ~m were
accessed on every call. Accor o inp ly, a new database m a n i a g e m n e n t  sy st e r
called the Works Manager Table Facility was developed to hold t h e  os I
active Works Manager tables , leaving the inform ation hc tri ev.m l system to
handle only the NSW File Catalogu e for which i t  w a s  o r i g i na l l y  o e s i r n e d .
~ms a r e s u l t , the  CPU t ime  r e q u i r e d  Dy the  W o r k s  -~anayer was reduced by a
f ac to r  of U~ The W o r k s  M a n a g e r  T a b l e  F a c i l i t y  is  desc r 1bc~f i n  A p p e n d i x
A of this document.
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4 . F u t u r e  i ) i r ect i o n s

4.1 Overview

As noted in section 2.3, we are now in phase four of Nl~
‘evelopment , The areas of greatest concern are improving reliability
and performance. Substantial results in the area of’ performance
improve ment should begin to be visible in the user h~~ sy stem by
Uctober , 1978. Major effort on phase four whould be over by mid 1979.

T im e n e x t  phase  of ( ‘( SW development should be creation of a
p r o d u c t i o n  ~.SW system . This system should exhibit the basic
functionality already developed , as well as time robustness and
responsiveness now being impleme nted. In addition , (‘(SW needs to have
the packaging, support , documentation , and capabilities of a finished
p roduction system. Phase five of hSW developme nt will concentrate on
providing these features. We expect to begin phase five in October ,
1978 by be ginning the expansion of the RADC TOPS—20 ~SW to supportthe activities of’ t~SW implementors. The first specific improvements
scheduled are the installation and testin g of tools needed by the
i r i p l em e n t o r s  a n d  the addition of an Arpanet m a i l  facility. (lore
details a bout specific features can be found in section ZI .2.

I n  a d d i t i o n  to  p rogram i m p r o v e m e n t , phase  f i v e  w i l l  i n c l u d e
the establishenient of the administrative structure needed to support
~~~~A users , manage the system configuration , operate systems , determine
t h e  priority of bug fixes and new features , prepare and distribute
documentation , etc.

4.2 Components

In the following subsections we describe the ta5ks to be
performed to complete phase four of hSW development and move into phase
f i ve.

~.2.1 Core System

4.2.1 .1 . Works Manager

Considerable effort must still be devoted to completion of
p h r s e  four of Works ~anager development. A number of measurements of
d or .~s Manager performance have been made and analyzed. Some
improvements have already been made , a n d  a substantial improvement is
expected upon completion ot’ the in— core Works Manager Table Facility
(see section 3.2.1 .1). More performance optimni7 ation is possible ,
and aore effort should be devoted to measurement , analyses , and
ir:pler-cntat ions . Current effc .’ts at modeling should a l s o  be c o n t i n u e d .

- 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - --~~-
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In addition , certain portions of t i m e  C u l l  sca le  ~ SW
reliability plan should be implemented. While portions of that plan
treated distributed data base synchronization , other parts dealt with
issues of process an.cI network failure and recovery . These other
parts should be implemented . In particular , the try— retry mechanis m .
and timing signals are needed. Moreover , a facility for archiving
and restoring NSW files and data bases should be designed and
implemented.

A l l  of t h e s e  performance and reliability improveme nts coulo
be comple ted  in 1979 ,  thereby concluding phase four of ;.S~development. Phase five , which is concerned with “pro ductizi ri 1’ ” ~~~should begin for the Works Manager in bctober , 1’~’(~ . ~t :ile Ire W orks
Manager is substantially complete , there are a number of e x t en s i o n s
which should be made. These enhanced capabilities incluie:

o Arpanet mail interface — The procedures to support mail
systems (e.g., Hermes) should be designed and implemented.

o Configuration management procedures — As noted in section
3.1 , manual configuration management has already begu n. As
more (‘(SW development work is done using h.i~~, it will be
p o s s i b l e  to auto m a t e  c o n f ig u r a t i o n  m a n a g e m e n t .

o L) i rec t  f i l e  access — U s e  access a n d  read access:  Au d two
new kinds of ( ‘(Sn f i l e  access.  Use  access  m e a n s  t h a t  a ase r
has undisputed rights to an hS~ file. When he references
the file he is given the NSW file copy — not a private copy .
Any alterations he makes are immediate ly reflected in the
file. Read access allows a user to r e a d  the  a c t u a l  hS~
file copy — not a private copy. Thus it is suitable for
data base files.

o Tool kits — When a user runs a kit of several tools on one
host , the workspace should be left unchanged between each
tool. Thus , intermediate files can be passed from tool to
tool withou t delivery to hSW t’i le space .  Both of these
features would greatly enhance and optimize the use of
l oca l  tools .

o V e r s i o n  n u m b e r s  — D e s i g n  a n d  im p l ecu :en t  a f i l e  v e r s i o n
numbering facility . This facility must be rich enough to
support configuration management within I~SW.

o History file — Implement the Works ‘anager routines to
record information on the ilistory File. Design and implement
-at least some interesting management/accounting routines
which access this file.

_
~~

_
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o Full file attributes — At present on ly the filename portion
of the complete NSW filen ame can be used for retrieval.
A lso , the use ot’ file attribu tes by tools is only permitted
for the Ulobal File Descriptor. The implementation of’
file attri butes should be completed.

o Tool name extensions — The original concept of complete tool
host transparency has proven unworkable. Thus , the notion
of tool name should be extended to allow (explicit or
i m p l i c i t)  hos t  s e l ec t ion .  By u s i n g  the same mechanism as
is used for files , the entire file lock system can also be
used for tools.

o System status commands — The (‘(SW user needs commands
to interrogate system status and configuration:
What tools are available? W hich resources are up?
What is the system load?

This list of WM e x t e n s i o n s  by no means exhausts the list of possible
capabilities. These extensions could be scheduled for implementation
in 1979; o t h er  features will undoubtedly be suggested as NSW
i ip l e m e n t o r s  b e g i n  to use NSW for their own development efforts . 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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4.2.1 .~ Works ‘ana~’er Operator

Very little needs to be done Ic co~nple te ph ’m~ t - f o . r  of .~or~~5
TManager Operator development. The r - e ch a i i s  u .~ed f o r  b a t c h . j~~~~~
submission has proven to be rel iabl e in the t’ace 01 Ao rk i ‘-~an~a~ er ,
network , and batch host failure. Var ious ~et uil i:’,~ rovem cnts are
required , but these will not consume ~“ u c i m  e f f o r t .  “o r e o v e r ,
p e r f o r m a n c e  of tim e Works Manager Uperator has not been a p r ~~b 1e ,
since it operates in backgroun d mode. The elapseo t ir e fur its
operation is only a r~iniscu le fracti ’n of t t m l  batc~n ~ob executiontime. Some effort should be devoted to carefuUy mea sur irl~’ an~r
reducing CPU utilization because of t ie possible effect on
interactive NU~ components , but th is is not a hi gh p r i o r i t y  tu ~~ ..
D o c u m e n t a t i o n  of t h e  W o r k s  ~~ n a g e r ~ p e r a t o r  sh~~a l u
be completed in the near future.

In phase five , it will be necessary to extend the functi on al
capabilities of the Works manager Operator. Suc~: extensio n s ir~ - 1 u J e :

o !Jackground file motion — T h e  delays p€ rc e ive d by t i  e u s e r
when files must be transferred or r e f o r m  at t e c i  can  be
significantly reduced by per for nnin ~’ suet: j c t i o n s  in
b a c k g r o u n d  mode .

o Job chaining — A d e s i r a b l e  e x t e n s i o r  is to a l l o w  : u lt i p l e
batch tools to be run in  s equence .  Sn c h  a se~~u e n o e  s hcu 1~:
not be lim ited to just one batch host.

o tevice I/O — A variant of background file rot ion is to hi ve
W h U  control i n p u t  and- o u t p u t  Irons devices local to a 9uer.

o ‘ u p p o r t  of sm a l l  (o r  n o n — h S n )  b a t c h  h o s t s  — U or ; ;e h c s t s  : - a y
be too small to s u p p o r t  a batch Job Package. Also , some
hosts may be desirable as b a t c h  h o s t s  b u t  n a y  n ot  h a v e  t i m e
required .5W c o m p o n e n t s  ( E S U , m ’i le (uckage). T ie ~.orks(‘~anager Operator should be extended to use existing Ar ,-anet
protocols (FTP, HJE) to submi t b a t c h  j o b s  to s u c h  h o s t s .

- 
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4 .c .2 T~. : . EX / T o P S — 2 O  Tb ~l

4 .2 . 2. 1 ~~~~

Very little addit ional effort is required for TgNEX/rOPS—20
:~sJ . There are still some outstanding ~SG design issues:

o Letatis of MSG—MUJ authentica tion — The general mechanism is
as specified In the MSG design document of December , 1976.
However , the details of the ARPANET protocol exchanges are
b e i n g  r e — e x a ~~l n ed .

o “axim um message size — The ~ ax i m un  m essage size is s p e c i f i e d
t o  be U 55 3 ’i L y t c s  ( 2 * * 1( ) .  ((0 implem entation will accept
essaged tna t large. At present there is informa l agreement

to lir .it message size to at most 2048 bytes.

o Process creation — This issue was skirted In the original
s p e c i f i c a t i o n .  H o w e v e r , a satisfactory solution must be
found -which balances the dynamic cost of process
initialization and the static cost of mainta ining unused
ready—to—run processes.

o O p t im i z a t i o n  t e c h n i q u e s  — C o m p o u n d  o p e r a t i o n s  l i ke  “s end
t h e r m  receive ” should be added , and some MSG code could

- - be included inside those processes run under MSG to reduce
context switching.

o R e l i a b i l i t y  t e c h n i q u e s  — Allow for multiple hosts to be
considered as recipients of generically addresse d
messages , so that the  system can function better in the
presence of “downed” hosts. The i~SW Fault Logger is an
example of a process which could make good use of such
a feature.

-: Once  t hese  d e s ign  issues a re  r e s o l v e d , TENEX/TOPS—20 ‘~SG must be
~- : c- i i f i e c ~ to  i n c o r p o r a t e  t h e m .  In a d d i t i o n , r e c e n t  pe r fo r m a n c e
me asurements have suggested a number of improvements which should be
irplererted.



Foreman

Completion of phase fou r for the IfhF .X /1 :)I’~ — .
involves two tasks. The f i r s t  Is tim e integrati on of time r~~l i:mt ili ty
mechansIm ~ described In the ful l scale ((Sn r e l i a b i l i t y  p l . m n  — inn
particular , the t r y — r e t r y  m e c h : m n i s r  a n d  t i m i n g  s m  g n a l s .  The s ~ c imm D
task is iMproving Foreman per forr.:ice with respect to C (”U ut lli?a t ion
anti p

~
g i n g  r e q u i r e m e n t s .  A number  of such ir;  rov~ m ’ a -nts h.ivc bee’—

suggested by the measurement s and analysi s .mlr eady done. In
~id dit ion , docu nne nt at ion of the Foreman mm :;t be ro .itncr a. Tb is
document ation should be complete by Frb rwm ry, 1~~.I9.

Although the 1ENFX/Tu} ’S— .’o k o r e r ~ m m n  ~;ut’ :~t .antiol ly ir ~ l t ’:’ . n t  s
the spec i fi cation , there are a m m u m : t ’ o r  of ud l i t  i.~- n . n  1 capa ( i i i !  I C S  n~~ i oh
should be added. Sore of these cap .i~- i li t i ‘‘:: i r e  1: U~ 1 1 . - !  b y t i m e

specification , a n d  sorie are add itional. Timese ~-~i;n~~m 1 . t i c ~ m m m ’ l u d ~~:

o P e r m a n e n t  I n t o i r a t  ion ui t ime  l~ ) I ~~— ,’h m o u n t a b l e
s t r u c t u re s  I n t er  i . m o r

o I m p l e m e n t a t i o n  of ’ t i m e  so l u t i on  Lu t h u  o u v e d  L . ~
workspace rr.m n .mge r :t’nt proble m

o Coord in .mted W orks “hmnager/Fore~ .mn protoco l de:; i~
a n d  im ’ :p l em en ta t  i on  to h a v e  co mm on ,  d jt a  lose it e a n
reflect local reaource ,mman~m * ‘mrem: t ti. c I ~-. i  ns

o Ir .ptom erm tat ion of tool—specific onc m;nul , i t .  too l
interfaces to handle tool peculiari t ie s and
i m p r o v e  p e r f o r m a n c e

o t : i r c c t  too l  i n t e r fa c e to N : ;W f u n m e t i on :; — i . e .
n o n — e n c a p s u l m t v c (  t o o l  i m m t e r t . i c o

o ~es i p ri and implement at ion at ’ a For em.i n m u d  f 100
t ’or on— line tool. d~’b m ~~g i n ,’.

o Design and lmplt ’r’:ent .mt . non of lurerr an extensions
for tool kits .

o Incorporation of’ some ui tim e file p;mc~ .m m v ’s fu~n e t - i o n n t i t y
in order t o  o p t i m i z e  f i l e  f e t ch i n ~ . ar i d t e l  i v o r y  u; - r - r a t i o n . ~.

- - - ___________ 
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14 .2.2.3 File Package

Funct ionally , the TEUEX/TQPS—20 File Package is essentially
com p lete , including implementation of IL encode/decode for binary
files. Complete performance measurement and analysis must be done.
Preliminary mea surements have suggested some changes wh ich should halve
CPU ut ilization. Add itional optimization should be performed. Some
of the concepts of’ the reliability plan could also be extended to the
File Package. The other major task to be completed in phase four is
production of File Package documentation .

In phase five , the capability which should be added is
optimization of cross—net file transfers. The baud rate of such
transfers should be improved and automatic restart and backup
procedures in case of file transmission errors should be designed and
implemented.
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a .... 3 1DM 360 1(311

All 11311 360 components need to be docurmented.

14.2.3.1 MSG

The 11m M 360 ~:SG should have the defic iencie s mentioned in
section 3.2.3.1 repaired. I n  addition performance should be rneasurcc
and Improved. As the “SG des Ign issues rmenti one d in section ~~~~~~are resolve d, the  11311 360 M.~G should  be modified to reflect those
r e s o l u t i o n s .

- - ~~~~~~~~~~~~~~~~~~~~~~~ 
- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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~~~~~~~ Foreman

The IBM 360 F o r e m a n  i m p l e m e n t s  o n l y  a small subset of the
Foreman specification. To til e e x t e n t  t h a t  the re  is user i n t e r e s t  in
interactive tools on 11311 3130 hosts , the Forema n should be extended to
imr ;~lement the entire specification.

~~~~~ 3.3 File Package

Th e I l h ~ 360 F i l e  Package is essentially complete. A few minor
tasks remain to be done (see section 3.c~’ .3 .3) , and these should be
c o m p l e t e d .  Perfo-mance measurement , analysis , and imp i ovement should
be done. Optimization of cross—net file transfers should be don e in
c o n j u n c t i o n  w i t h  t h e  T E N E X / T O P S — 2 0  F i l e  P a c k a g e .

14.~~.3.14 b at c h  Job  P a c k a g e

No further effort on this componen t. seems necessary. 
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4.2.14 MULTICS Thu

As noted in section 3....4, the components of the ~ IJ L T1C S TL( 1
have been baselined. It is now apparent that considerable
effort must be devoted to making the Foreman implem ent the
s p e c i f i c a t i o n .  M SG and the File Package implementations are operat inp
according to specificatIon. All MULT ICS components need to be
documented.

- — 
-~~~ — 
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4.2.5 Front ~nd

Fu nct ionally , the TENEX/TOPS—20 Front End is essentially
comple te .  I t  has  also been completely  i n s t ru m e n t e d .  Measurements
have been taken and analyzed. While some level of ad hoc performance
improvement is possible , the current Front En d, wh ich started as only
a debugg ing  tool , mus t  be completely r e s t r u c t u r e d  in o rder  to obtain
a s a t i s f a c t o r y  l eve l  of p e r f o r m a n c e .  The F r o n t  E n d  is implemented  as
a multi— fork process. Almost all of these multiple forks can be
collapsed into a single fork. This will decrease both CPU
u tilization and space requirements. Front ~nd documentation should
also be completed.

An additional path toward optimizing Front End performance is
to split the Front End into the “sw i tcher ” an d “parse r” funct ions. A
document describing the functionality of the split was produced
in J u l y ,  1978. Since this split is orthogonal to the curren t fork
structure , th e reduct ion of the num ber of forks shoul d be complete d
before considering the implementation of the split Front End.

- 
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Pa rt s  of th e f u l l  scale N~~ rel iability plan also must. be
implemented in the TENEX/TUP !3—20 Front En~ — in  ~- a r t i c u l ar , t h e
try/retry mechanlsim and timin p sii’nals. with tim e c o m p l e t io n  of t h e s e
performance ari d reliability tas~cs , pha se four of Front Enc dev elop: -em ;t
w i l l  be f i n i s h e d .

There  are several Front E n d  e nh a n c e m e n t s  w~i i c h  sh o u lu  be
a c c o m p l i s h e d  as part of phase f i v e  of N SW d e v e l o p m e n t .  Th ese
enhancements include:

o O p t i m i z a t i o n  of local tool use  - some advantage shoul-a
be t a k e n  w h e n  the  F r o n t  E n d  aid  t a sk  are  on the  S .Hr &’
hos t .  The s p l i t  F r o n t  End is ar . )p ro a ch to t i m i s
opt mu zat ion.

o ~acro facility — An ~~~ macro facility shoul~: be deSi ln1e ~and implemented. This would permi t users t o  e x e c u t e  a
number of sys t em/ too l  commands  w i t h  a s i n g l e  c o mm a u P .
It should be able to execute either online or in
background mode.

o User profiler — Use of the  user  p r o f i l e  to tailor
terminal handling shou ld  be d e s i g n e d  anu inm ~’le t ~e n t e o .

o Acc ess to text files — Currently the F r o n t  E n u  can ’t access
NSW - f i l es  — i f  t h e  user  w i sh e s  a f i l e  l i s t e d , an editor
or d i s p l a y  too l must  be i n v o k e d .  The 1’r o n t  i . m m d  sh o u l u  be
ab l e  to l i s t  th e  f i l e  i t se l f , an d  a d d i t i o n a l l y  should
be a b l e  to t ake  corm , ’m an ds f ro m a f i l e  to im p l e m - o n t  the
“I~u n f i l e  c a p a b i l i t y  d i scussed  l a t e r  (see 4 .3. 3) .  

- -- ~~~~-~~~~~~~~~ - -~~
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44 .3 Functional Testing

14.3.1 . History

COMPASS has been responsible since mid 1977 for functional
testing of tiSW as outlined in “~ ational Softwar e Wor ks Test Plan ”,
May 9, 1977, published by RAf)C/ISCP. Since that date, COMPASS ha~run a m anual functional test script on each version of the 115W system
which was a candidate for release as a new user system.

The initial version of this script was restricted to the
level of test specified in XA [)C/ISCP Test Plan — to determine if NSW
components functioned as speci fied in a friendly environment.
Testing was limited to ensuring that all components in the test
configuration (including remote TI3H ’s) responded correctly to correc t
user input , ari d l i t t l e  e f fo r t was  m a de to tes t the sys tem in the face
of incorrect input or errors in the system configuration. NSW
systems tested to only this level tended to behave erratically .
Therefore the functional test script was soon extended with a number
of ad hoc tests of hSW ’s capacity to cope with user and configuration
errors. This is the level of testing to which the candidate user
system released on November 16 , 1978 was subjected.

COMPASS has been mandated to develop and apply a more careful ly
designed and rigorous level of functional testing to future 1~SW sy stem
releases. The remainde r of this section describes the direction
for this future testing.
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4.3.2. Functional tests — content

We d e f i n e  “ f u n c t i o n a l  t e s t i n g ” as f o l l o w s :  to  deter~:in e wh et ime~
u set of N~~ c o m p o n e n t s  o f f e r e d  as a new sy st em..  r e l e a s e  mee t  t t i t
following requirements:

(1) Can be correctly configured as an operatio nal ~~~ syster ,
w i t h  a l l  core and TB U components in a correct initial
s t a t e  for  opera t ion .

(2) A l l  f u n c t i o n s  s p e c i f i e d  to be p r e s e n t  i n  t i m e  r o l e a s e  1~erfor
as expec t ed  for  co r rec t  i np u t , a n c  a l l  cor - -~ o t m e n t s  i n  t !~c
c o n f i g u r a t i o n  f un c t i o n  as s p e ci f i ed  f o r  co~~ ect i n p u t .

(3) A ll error detection and reporti ng fur~ctions w~ rk as
expected for representat ive incorrect (user) i n p u t .
All corrQonents report a id  recover  f r o m -  u s e r  i n d u c e d
errors as specified.

(4) The inter im~ reliability scenarios perfor m as specified.

(5) The system recovers f r o m  c o n f iF u r a t l o n  f a i l u r e s
(e.g. ThU crashes) to the ext ent specifieu and expecteL~
for the release .

T h i s  t e s t i n g  includes complete tests for t h e  delivery syste;-.
for  tools  at each TBH — Fo reman , F i l e  P a c k a g e , mi atch  Job P a c k a i c ,
e t c  — bu t  does not cover acceptance of any tools.

The test s c r i p t s  w i l l  be s t r u c t u r e d  i n t o  a ser ies  of
l e v e l s ;  t ime  f i r s t  l eve l  w i l l  test- t he  leas t  f u n c t i o n a i t y  an a  t h e
leas t  c o m p l e x  core of t he  c o n f i g u r a t i o n .  E a c h  succeed in ~. l e v e l  w i l l
test  more  f u n c t i o n a l i t y  and /o r more  of the  s y s t e m  c o n f i g u r a t i o n .

I

_ _ _ _ _  _ _ _ _ _ __ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _
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The ~cneral contents of the scripts will be as follows:

L e v e l  C: Set up the complete system configuration , and
v e r i f y  t h a t  a l l  componen t s  a re  in a proper i n i t i a l
e x e c u t i v e  and communications state.

Level 1: Test core system: all components locil on Works
horks Man a~’er nmo st.

(-a ) Test all possible ~~ command paths w i t h  correct
I n p u t  in  the f o l l o w i n g  o rde r :

i .  L O G I N , MOVE , C r I A N G E p a s swo r d , L O GOU T.

i i .  Pro jec t  m a n a g e m e n t  tools: nodes , assign
rights , etc.

iii. ALTER comamnd — SCOPE manipulation.

i v .  F i l e  commanas  — I~ET , R E N A M E , C O P Y , D E L E T L ,
S E M A P H O R E .  Loca l  f i l e  t r a n s f e r s  o n l y .

v .  E n t e r  a ba tch  job.  (P roces s ing  d e f e r r e d) .

v i .  Use  a loca l  i n t e r a c t i v e  tool. Test
slewing, multiple too l s , R E S U M E .

All recognition and completion features of the
F r o n t  E n d  a re  to  be t e s t e d .

(b) Recapitu late relevant section s of (a), with
representative errors on input. The erro r
detection and reporting facilities of the local
components are to be tested in the following order:

i .  F r o n t  E n d
i i .  Wo r k s  Manage r

i i i .  F i l e  P a c k a t ~e
iv . Forema n

(c) Where appropriate in (a) and (b), tim e operation
of the Cime ckpointer is to be monitored , and message
a n d  e r ro r  lo~~~i n g  is to be m o n i t o r e d .

- 
—~~-~~~
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Level ~. :  Test t im e d i s t r i b u t e d  s yst e~.: a t  l e a s t  L~~~C i n s t a n c e
of each  T~3 t-f f a ~ , j  ly to  be j n v j l v e a  iu  t h e  c u n f x . u r ~~t i c~- .

(a) t ile transfer tests

i .  Test f a m i l y  t r a n s f e r s , ~her e  availa b le.
Currently 1 ir,ited t c  ~~ E X / 1 o P ~~~o h o s t s
d u e  to  l a c k  of r u l t i p l e  ho.i t r e s o u r c .

i. Test non— t~~.i ly  trans fers. At 1e~ st
one  t e x t  f i l e  t r a n s f e r  b a c k  an d  t o r t ’~
between each t a ~~i ly  p a i r  m m  c o n f i 4 j r a t i o n ,
a n u  one r o u n d — r o b i n  t r a n s f e r  in a c - u n  inc lu J  L u l l
a l l  f a r i l i e s .  M u l t i p l y  t r a n s l a t e d  f i l es
mu s t  be i d e n t i c a l u n d e r  I n t e r m e d i a t o  L a n ~~u~~

- .~’s e n u a n t i c  s p e c i f i c a t i o n .  At leas t  one
b i n a r y  f i l e  t r a n s f e r  of each  d e f i n e C  t y p e .

( b )  T U f t  t e s t

i .  !x e c u t e  a b a t c h  jo~ a t  e ac~i ~~~~~ ~u n 1 tc r
p e r f o r m a n c e  of .- - -~ r~~s M a n a ~~er ~ p er a tor
n n d  B a t c h  J pr o c e s s o r  for  each J ob .

ii. Execute one interactive tool at each TL t .
Level of test identical to 1 (a) v i .

( c )  Hec~u p i t u l a t e  ( a )  a n d  ( b )  i n t r o d u c i n g
r e p r e s e n t a t i v e  e r r o r s  in  u se r  i n p u t .

Level 3: Test interi~ rel~ abili ty scen.~rios . l~:uuce eu~ a
o r r o r  c o n c i t i o n  c o v c r c u  b~ i n t e r i m .  r e l j a t i l i t~
~ l an , a n d  T on i t o r  a l l  cor ~p o n en t s  i n v u i v e ~4 f o r
c o r r e c t  b e h a v i o r .

( a )  I n i t i a l  t e s t  w i l l  be f o r  t h e  c o r e  s y st e ~ u u l ~~,
particularly to test correct behavior c:
Works Manager.

(b) Test of koren ;an c~.pability for each TuI~. i n d u c e
on ly t h o s e  f a i l u r e s  w h i c h  t e s t  t h e  Forc~ -an ‘s
ro l e  in  the  r e l i a b i l i t y  s c e n a r i o s .

Level 44: Test Systor: response to incucec confi~ur u tio i
failures. Eeyond checking response to “ cr a s h e d ”
r b t i  ( h ~ S~ t a k e n  down ) , t h e  c o n t e n t  of t h i s  tes t
l e v e l  is to to s p e c i f i e d .

L . - —--- -~~~~~~~-~~~---— - . -—- -~~--- ,- - - -~~~~~~~~— ~~ 



~~ 3 ~~~~~~~~~~~~ i o n a l  tests — m e t h o d o l o g y

I t  w i l l  be necessary to automate these tests as much as
~~ss1ble b c t h  t o  a v o i d  e x p e n d i n p ~ excessive professional staff time
or t h t ’~~, an d to r~ike the tests reliably repeatable. COMPA I~Sh m ~ t n v e ~~t i~~a t e d  t h r e e  c lasse s of tools  which can  a s si s t  th i s

t c - u t i o n  e f f o r t :

~~ . ~un file fa c ilities external to ~~~~
-A :

• t T ~t -X ~t l L
~~~~~~

L t m - c .  i np u t .  t r o m . f i

R u n  f i l e  f a c i l i t i e s  w i t h i n  t.b W .

F r o n t  i-nd ~c:.FILE command

3. p r o d u c t i o n  ( s y n t a c t i c  r u l e )  sys tem s

ii. I T A

~~. Su n  file facilities external to NS.~

T h € ~ to ols l i s t e d  a re  a l l  b a s i c a l l y  s im i l a r .  E a c h  has  the
a h v a u t a u o of be i ng f a m i l i a r , t e s t ed  and stra i ghtforward. All
lack a sufficiently sophisticated -r.eans of synchro ni zing
t h e i r  i n p u t  to  t he  processes  they  c o n t r o l  w i t h  w h a t  is in f a c t
hu: ’penin~~. The s y n c h r o n y  p r o b l e m  l i m i t s  these  tools  to  s i t u a t i o n s
i n  w h l c h  no s l e w i n g  b e t w e e n  T E L N E T  c on n e c t i o n s  is done .  T h i s
t~x e l u i e s  a n y  t e s t i n g  of .2 .  t cols , and :~akes changing TELNET conversational

F p a r t n e rs to  r~on i t c r  c o n f i g u r a t i o n  s t a t u s  c h a n g i n g  unreliable.

~u n  f i l e  f a c t l i t i: ’ s w i t h i n  t.S~

P r o v i s i o n  of a R U ’ J F I L E  c o m m a n d  has one o u t s t R n d i n g  a lv a n t a g e :
t~:e F r on t  En~ is always aware of the identity of the user ’s conversational

a r t r ) e r — : . s ’~ co~- n a i d  processo r , H E L P  ca l l , o r tool  — and is thus
~ e r f e c t l y  p la c e d  tc con t r o l the  sy n c h r o n i z a t i o n  of command  f i l e  w i t h  the
actual behavior of .S~ . An a d d i t i o n a l  a d v a n t a g e  is t h a t  we can aud
~esired :

‘eatures to this facility as needed , but must accept
~~~~~~~~~~ t h e  others as they are. The disadvantage s are  t h a t  t h i s  f a c i l i ty

has  t o  ~~ des ig ne d , in p i e m e n t e d  and  t e s ted ;  an d  t h a t  it can  only
u u t c ~~a te  the  u se r  i n p u t  p o r t i o n s  of t h e  test  sc r ip t s .

3. Prc uct ion syster~s — ~ I T A

R I T A  h m s  the advanta ge that it can handle b o t h  user  i n p u t
and confip ur tion rur ,agement w i t h  a s u f f i c i e n t l y  r i c h  r u l e  set.

.-~mr studies indicate that the development of such a rule set would
be a de~ ,m n 11n ~’ ~cb . A more si u ~ni fican t problem is that lENEX
~ :TA i s  l i k e l y  to eonsu: :e e x c e s s i v e  C PL ) r ecources  to r u n
a rule set as complex as that needed by tS~ .

~~~~~~~~~~~
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P roposed  M e t h o d o l op y

We propose that a ‘~ixture of ma nu a l  testing anu the use of
two of th e  t oo ls  rm~~ -cribea above he used to run the  f u n c t i o n a l  t e s t s .
The m i x  w o u l d  be as f o l l o w s :

1 . Use ~ITA to set up and initialize the abi. configuration
for each level test , and confirm that the initialization
Is correci .

~~. U s e  N Sx PU~ FILL to autom ate all user input to t est  L c v ~:ls
1 , 2, and 3. The h2..FILE facility will have some c~ oil cf’

— 
- the  f o l l o w i r ~ f e a t u r e s :

(i). A b ility to interru pt

( i i ) .  A s y n c h r o n i za t i o n  scher.e

(iii). hELP from attached user if synchronization
failure occurs

(lv). A PAUSE feature

( v ) .  A mac ro f e a t u r e  — s t r i ng  a n d / o r  f i l e  name
b i n d i n ~’ at  run  t i~ c.

( v i ) .  A “learning ” feature which will allow
— t he  F r o n t  E n d  tc do most  of the  work  of

t u r n i n g  a m a n u a l  s c r ip t  i n t o  a c o r m m a n d  f i l e
(speculative ).

3. Use  m a n u a l  scripts for much of level ~ testing cad -ost cf
level ~l testing. Probe systen status and u.onitor co:-~po:i erto p e r a t i o n  as r e q u i r e c  d u r i n g  Leve l  1 , ~., a n a  3 t e st ir , .

~~~~~~~~~~~~~~~~~~~~~ - - - - -  ~~~~~~~~~~~~~~~~~~~~~ 
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4.4 Ni sce llaneous

There are additional tasks to be undertake n which do not fall
w i t h i n  the scope of a single component. One major effort , the creat ion
of an admini strat ive s tr uctu re for  N SW , was mentioned in sec t ion 4 .1 .
In this section we list some additional efforts:

o Help facility — an o n l i n e  help mechanism for IISW users
shou ld  be designed and implemented. This should probably
look like a tool within N S~~.

o tistributed System debugger — It should be possible to
debug a distr ibu ted system like NSW from within U~ W.An appropriate debugger should be designed and
implemented. This will almost certainly require
changes to the Works Manager and Forema n components ,
and possibly to MSG also.

o Fault logger — An NSW wide component for logging all
error messages should be designed and implemented.

o Automated testing — The functional and stress/regression
testing of NS~ test an d user systems should be
automated.

o M an ag ement  too l s — Tools for rimanipulating the project
t ree  a re  a v a i l a b l e  in rud imentary form. These should

F be improved , and additional tools for accessing the
h i story f ile , report generation , etc. designed and
implemented.

o Operators tools — A tool kit for the user system
operator to at least partially automate data base
c l e a n u p ,  system s t a r t i n g ,  etc.  shou ld  be designed
and  imp lem en ted .

o Tool i n s t a l l a t i o n  — Ins t a ll , test , and document more NSW
tools.  In particular , ins t a ll a too l k i t  adequ a t e  for
N SW impl ern en to r s .

. ~ - - -~~~~~~~~~~~~~ , ~~~~~~p-~~~~~~~~~~ -~~~~~~ - - . ~~~~ -.- ---~~~-~~~~~~~~~~~~~~~
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.dossary

~SW National Software ~orks

WI’ Works  M a n a p e r

Works Manager Operator

Ti311 Tool Uear in~. Llost

MSG NSW Interprocess Message Sy stem

FM Foreman

FR File Package
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App e n d i x  A A-I

h a r k s  M an a g e r  ~able  F a c i l i t y

As of ~ov ember  1977 , 115w had p rogres sed  to th e  p o i n t  wh ere  it was
sufficiently robust and complete to allow ser ious use. lLowever , it was
v e r y  slow , even w ith only one or two users logged in. Pore than two
users was c l e a r l y  ou t  of the  q u e s t i o n .

I t  was f e l t  t h a t  p or t  of th e  prob le i . . w a s  due  to the d i f f i c u l t y  of
im ~ lcr~e n tj n g  an in t e r p r o c e s s  protocol  suc h as M3G on top 01’ the s t a n d a r d
rEh~ x monitor. in  a d J i t l o n , i t  was  known t h a t  the  p h y s i c a l  memor y on
the h ost  r r n c h i n e  was  i n ad e q u a t e  to  s u p p o r t  a m i n i r i a l  ~~~ workin~, set.
It was also clear , h oweve r, that a gr e a t  d e a l  of the  p r o b l e m  was s i m p l y
th at  i t  too ’~ a lot of CP U p ro cessin~ to  p e r f o r ti . a n y  L~~ use r  coru~a nd .
ii partic ular , the works Manager required a lot, of CPU time.

Some relatively slr~~le changes were made in 197( that speeded
up  the .2orks Manager by a factor of two . As a r e s u l t , work s  M a n a g e r  CPU
usage  per p rocedure  c a l l  was  now comparab l e  to t h a t  of other h5.~co’ip o n e n t s .  U n l i k e  the F i l e  Package , th e  Forem an , and  ~ -Iu , h o w e v e r , the
~-;orns “snarer participates in alti~ost every Interaction with the user.
Thus while the works Manager was not always the worst CPm tinie burner
per  c a l l , i t  w a s  c e r t a i n l y  the  wor s t  per use r  sess ion  due to t im e l a r & , e
nu mber  of c a l l s  m a d e  on i t .

To rive some perspective on the proble:r , figure 1 show s tIm e amount
of C } J  t i m e  con smxied  by t he  l’~?l Works haim ager during t h e  in d i c a t e d
p r o c e d u r e  c a l l s .

j

.~
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A 2  CPU TIt ~E HL..’UIRED To PLRFORM V~O RK S KAI~AGE~ PR CE U~~ C CALLS

-
. 

~ 1AR C ~~~ 197w

- Procedure CPU time (seconds)

- LOG I1I 1 .2
RUNTOOL 2.0
PUT

Fig. 1
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A-3
by ~a r c h  of 19Th i t  became poss ib le  for  us to consider making a

concerted attack on the problem of Works Manager performance. Hot only
was there manpower available to work on the problem but also PFSTAT , our
performance m easuring tool for LC P L pr ogr a~s , had been deve loped  to the

- 
- p o i n t  where  i t  was  adequa t e  to the task  of p i n p o i n t i n g  the sources  of

the probler.

‘i- c r .ade a number of tests of various Works Manager procedures , and
- I 

a pattern quickly becar-e apparent: the Works Manager was spending most
of i t s t ime m a k i n g c a l l s  on the Information hetricva l System . This
ca firr.e .~ ohat we had already suspected , since earlier tests on the
Imf orma tio n ketriev al Sy stem had show n that table access calls were so
ex .en siv e by them selves that there would be little CPU time left in most
..u rks “anager r o u t i n e s  to a s s i g n  to  a n y  o t h e r  cause .

The Information l~ctri eva l s yst e m  i t s e l f  w i l l  neec some substantial
e~ tirizatIon some t ime In the future. The primary problem in ~:arch of1 5Th, however , was simply that the Information ketrieva l System was
ori~;inally designed tc support only the NSW File Catalogu e, and t h e  File
Catalogu e has substant ially differen t charac’ ~rIstics from other Works
~‘a n a g e r  tables. Figure 2 contrasts the differences between the 1mS~ File
Ca t a l o gu e and the  other  W o r k s  M a n a g e r  Tables.

I 
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A—4 C t I A R A C T C R I Z T I C S  OF N Zn  F I L E  C At A L O G U E

/

1 . ~Iery large number of items to store.

2. Infrequent access to any one item .

3. Retrieval by keyword.

C H A R A C T E R I S T I C S  OF CTI!L :( WO IKS M A hiIGER TAo LL C

1 . Smal l  number  of i tem s —— most  iteu.s could f i t  i~: proc oss  v i r t u a l
mer.ory for a mediu :.i s.izea (100 node) ~~~~~~

~.. Frequent access to many items .

3. Retrieva l, not only by keyword but also by para’-cter value.
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~~
- ~~~~~~~~~~~ ~~~~~~~~~~~~

~~~- -~~~~~-



p.- --—-‘

~~~~ 

--

~~~~ 

----— -
—-

~~~
-— 

~~~~~
— .

r 
____

-
- The ~~~ File Catalogu e contains a potentially large number of A—S

items . Generally , no ind ividual item in this database will be accessed
very often. ite :. retrieval is by keyword: “.ive me all files whose

- names start with C0f~; P A S S. S LU 1 Z E R  and  w h i c h  also contain WALDO” . Because
people are relatively inventive , there is expected to be a large numoer

- of keywords.

h owever , th e  o ther  W o r k s  M ana g e r  t a b l e s  fit quite a different
I 

pattern. They contain a relatively small number of items. In fact , for
ar. ~~ of moderate size, say 1 00 user nodes , al l  th ese table s coul d f it
i~ to part of a process virtual memory. ~1ost of the items in these

I 
t a t - l o s  w i l l  be accessed f r e q u e n t l y . F i n a l ly ,  the name structure of
th ese  t ab les  is  d i f f e r e n t .  Most i tems have  s imple names of f i x e d
structure. Furthermore , Item name elerents must at tires be used as
~arameter values instead of as keywords . For example , the Works Ma tm aber
ma~ w i s h  to r e t r i e v e  all i-eleted File Entries that have timestamps which
are at least 20 m i n u t e s  old.
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A-6
It is felt that the best overall course of action was to design

an d build a facility expressly for Works Manager T~ bl~~ - —  the Wor ks
Man ager Table faci lity . Th 1~ pac kage would be tailored sPecifically to
the p art icular char act eris tics of W orks M anag er Table s. First , a l l
ret riev al Informat1o~ woul d be store d on l in e , i.e. in process vir tua l
memory . Secon d , as many table entry bod ies as would fit would also be
onl ine. Third , r e t r ieval  wou l d be done on a f ixe d n ame form and  the
retrieval would be based on parameter values Instead of keywords.We were forced, howeve r, to take account of two implementation
problems : First , there was at best One person available (or at most 6
months to design , Implement and test any new fac ility. Second , there
were even more stringent limits on the manpower available to change
higher...~e~~~ parts of the Wor k s M anag er  in order  to use the new
facility. Thus the flew interface coul ø not be radica lly dif fere nt from
the old one.

Of course, if these restrictions had proven unworkable then the
projected schedule could have been alterea. Happily , it was Possible to
crea te a re asona b le des ign tha t wou~~ st il l a l l ow  an imp l ementa ti on
W i t h i n  the  t ime l i m it .

c
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The time sche dule  was met in the fo l l ow in g manne r :  F irs t , the A—7 —

design was deliberate ly made quite standard. The algorithms and data
structures used were ones which were known to be simple , proven , and
flex ible. t~SW overa l l  may b e a researc h pro ject , but  the W or ks Mana ger
Table Facility certainly was not. Second , once the design was complete
the implementation was done to cost. Where time did not perm it an
opt ima ] .  i m p l e m e n t a t i o n  of some p ar t of t he des ign , simp ler data
s t r u c t u r e s  and a l g o r i t h m s  were  e m p l o y e d  w h i c h  could  eas i ly  be replaced
l a t e r .  For example :

1 . E x c l u s i v e  lock s were  used fo r  c o n c u r r e n c y  con t ro l . N ow , an
exclusive lock provides excessive protection; for exai..ple , it
prevents two separate processes from reading time sarime element
s i m u l t a n e o u s l y .  H o w e v e r , the way  the da t abase  is s t r u c t u r e d
there should be few collisions.

2. S i n g l y — t h r e a d e d  l i s t s  and l i n e a r  scans  were  used i n s t e a d  of more
c o m p l e x  s t r u c t u r e s  and f a s t e r  scans .  As the  f i g u r e s  w i l l  show
l a t e r , the  Works  M a n a g e r  Tab le  F a c i l i t y  that resulted was still
a d e q u a t e l y  f a s t .

3. Fixed allocations were used. For example , whenever an online
database is set up the maximum number of t ab l e  e n t r y  slots
needed must be preallocated. This wastes space in the database.
Code could be added later which could dynamically reconfigure a
table header whenever the need arose, allowing preallocated
t a b l e  heade r  space to be m ade  much s m a l l e r .

Finally , the time schedule was met by deferring implementation of
parts of the design not needed immediately , in particular overflow
s to rage  and ch e c k p o i n t i n g .  These p a r t s  were  imp lemen ted  l a t e r , in
vers ion 2.

In e v a l u a t i n g  these i m p l e m e n t a t i o n  s h o r t c u t s , we mus t  remember  th a t
the  goal  is a f a s t  Works  ~: anag e r , not  n e c e s s a r i l y  a f a s t  Table  F a c i l i t y .
For ex amp le , we could  c rea te  a vers ion 3 w i t h  d y n a m i c  r e c o n f i g u r a t i o n  of
t a b l e  e n t r i e s  in o rder  to  save t ab le  space.  However  we could use the  —

same time - -instead to make changes to other parts of the  w o r k s  M a n a g e r .
These other changes might well save a great deal more table space for
about the same coding effort.
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Vers ion  1 of the ~orks Manager iabl e Facility wa~ l ir a t

used in a ~‘orks ~.anager in hugust of ~~~~ itt  t~m e h i gh est lu t i c a l  l c v c l ,
it implements a table structure similar to t h e  one already sup~,orte d .

~
y

the I n f o r m a t i o n  ~e t r i e va l  ~y zte ;n .  The major differences between the tuo
systems are confined to lower logical levels.

The database consists of a number of i~orks - ‘a n a g e r  ~~tjles.E a c h  t ab l e  cons i s t s  of a .et of table entries , for exar~~le ~ctivcUser  E n t r i e s  or I.ode ~n t r i e s .  A t a b l e  e t i t r y  is t~~-~ b~ Si c  u n i t  of
t r a n s a c t i o n  in the  ~o rk s  ~a n a z~er T a b l e  F a c i l i t y .  ~‘tr .  ‘~- nt rj  is c o .~os~~of :

1 . An e n t r y  n a~ne c o n s i s t i ng  ~ t’ a l i s t  of p r c~-. ct e r  v a lu e o .

2. A body , -ohi ch a t t h i s  level  of d ot a i l  is r.~t~.i n ~- ::o re  t.~-~: -~

~:lock o~ a r b i t r a r y  da t a .

3. A set of e~ t er ~~c1 l o c k s .  Thcs l : s  are  u u c c  uy ..ur.~o ‘~~ ;~~‘er
i n s t a n c e s  to c o o r d i n a t e  t h e i r  us e  of t ab l e  e n t r i e s .  The y  sre
n ot used by the w o r k s  ~a n a g e r  iat le  F a c i l i t y  i t se l f .

P a r a m e t e r s  in  an e n t r y  r ar,c can be ch a r a c t e r  s t r i r ~gs , i~~t em crs , ~r
t i me st a ~’p s.  In the  I n f o r m a t i o n  R e t r i e v a l  ~y~~te: , a l l  pa ra ”~e ters  ~e re
c h a r a c t e r  s t r i n g s . The s h a p e  of arm e n t r y  naue , t h a t  i s , the  r m u : . o e r  of
p a r am e t e r s  and the t y p e  of each , v a r i e s  f r o m  t a b l e  to  t a b l i  L o t  is t~ e
same for  all e n t r i e s  in a g i v e n  t a b l e .  In the I n f o r m a t i o n  m e t r i e v a l
Sy s t em , on the  o ther  h a n d , d i f f e r e n t  e n t r i e s  in the  s~;mc table coulu
h a v e  d i f f e r e n t  n u m b e r s  of p a r a m e t e r s .  In  bo th  sys t em s , h cwever , t - i e
e n t r y  names  are the sole means  of’ c h o o s i n g  one e n t r y  ove r  a n o t h e r  in c
r e t r i e v a l .

The o n l i n e  da t a b a s e  is a s i ng l e  block of d a t a , kep t  in a s ingle
TE I ;E X f i l e .  A l l  processes t h a t  access  t h i s  d u t a b ~ se m a j  a p o r t i o n
of t h e i r  v i r t u a l  m emory down o n t c  t h i s  f i l e .  Thus  edcb proce s s sees
the  d a t a b a s e  as a p a r t  of i t s  own m e m o r y .

T h i s  s ing le  block of r. em ory is ~i v i d e d  in t o  v a r i a b l e — s i z e d
b l o c k s .  Each block is kep t t rack  of by a two w o r d  h e a d e r  w h i c ,~ is
s e p a r a te f rom th e  block . T h e r e  is a s i n g l y — t h r e a d e d  l i s t  of f r e e  block s
a r r a n g e d  in o rde r  of i n c r e a s i n g  a d d r e s s  in ne ro ry .  .~h e n  t h e  datab ase
is f i r s t  c rea ted , t h i s  l i s t  c o n t a i n s  one s i n g l e , la rge  b lock . its m e m o r y
is used and  t h e n  l a te r  re leased , t he l i s t  w i l l  grow . To s a t i s f y  a r e q u e s t
for  m e m o r y ,  the  l i s t  is s can n e d  to f i n d  t he  s r- ;a l les t  b lock  t ha t  is
la r ge enou~’h .  G e n e r a l l y , t h e  r e q u i s i t e  m e m o r y  is then s p l i t  o f f  f r o ~: t h e
block unless the block is only sli 1-~htly larger to begin mith . The a-d d rc s s
of the block is returned , not the address of’ the header t t m a t  d e f i n e s  i t .

Blocks  w h i c h  a re  in use  are  t h r e a d e d  o n t o  an o t h e r  l i s t .  Th i s  lis t
is necessary  in o rder  to f i n d  th e  block header  when  tne block is la ter
f r e e d , as h i g h e r — l e v e l  r o u t i n e s  know on ly  the address of the block , ro t
the  address  of the header .

~ 

- , 
-— - -~~~~~~~~~~~~~~~
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(.ne of the more significant differences between the Works Manage r 
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Table Facility and the Information hetrieval System is that in the Works
rojer Table Facility the information which defines a table is

centralize d, where as in the Information hetrieva l System this
information is distribu ted. In the online database each table is
represented by a data structur e called a table header. The header
consists of a fixed part which contains several items , includi ng a
definition of entry name shapes and the starting address and length of a
block of entry slots. All slots are the same size. Some slots are
marked as not in use; the rest d e f i n e  t ab le  e n t r i e s .  A slot in use
con t a ins  t he  fol l owin g i n f o rm a t io n :

1 • The value for each parameter in the entry name.

2. The entry external locks.

3. A pointer to the body .

The original design was based on the idea that a Works Manager
process would be given t h e  address of an entry body , providing Works
>ianager processes with the most direct access possible to table entries.
H owev er , irmplementers of Works Manager procedures felt that this was too
dangerous. A]), access is now through copies , just as it was in the
Irformation Retrieval System . This requires an e x t r a  block t r a n s f e r

— operation for most table accesses. This cons~~es on the or der of an
extra millisecond of CPU time , an d is not really a substantial
c o n t r ib u t i o n  to sys tem ove rhead .  
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A-b
Version 1 of the  Works  ~a n a f e r  T a b l e  F a c i l i t y  was f i r s t  used  in a

. .orks ‘rn a n a g e r  somet ime  in J u l y  of 1978. Th i s  in itial version put -the
Active User Entries and the User Identification ~.ntries online and left
a l l  o the r  t ab l e s  in the i n fo r r : a t i o n  R e t r i e v a l  .,.yste~ d a t a b a s e s .  ‘Jose
too t a b l e s  are  r e f e r e n c e d  in  a lm o s t  e v e r y  h o r k s  t~~na ,~cr P r o c e c u r c  c a l l .
F i g u r e  3 show s clearly that even this sr- all c~.ange produced a
~ubsta ntial improvererit. This r :o r e — o r — l e s s  s e rved  as an acceptance test
of t h e  o v e r a l l  concept , and soon thereafter a l l  o t h e r  ~o r k s  ~anai’ertables except the hSk File Catalogue were put online. The final
figures , given in  the right hand column , were just at-out what we had
hcr ed  to see , given our PFSTAT rurms of’ 1977 . .15 you can  see ,
routines which do not access the hS~ File b~yste: take ab ut one third 0
a second , while routine3 wh ich do access the file system take ~b-out 

1

second. Ae have used PFSTAT to a n a 1 ~~zc the difference between ~~ i a n d
r’UT ohich , on the surface at l e a s t , shou ld  take almost exactly tne sa mc
amount of time. ~e have founc a m inor problem i n t h e  interface bCtWCL~the Information ketr ieva l System and the Aorks ~ana~ er. when trm is
prob le m is corrected , we expect that U L T  0n d  PUT w i l l  both ta.< e ibeut
8Db milliseconds.

1
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~erston of the h a r k s  ‘ anag er Tuble Fuc1l~ ty was t’cle a seu A -il
t’or systemi , testing late in  19( 8 .  ‘~cr s i o n  2 , rel e ase d for test1ri~’ in
de tober of 1978 , imp lerient od those features of’ the des4n which were
d e f e r r e d , n a”mely e h e c kp o i n t 1n ~ and  o v e r f l o w  h an d l i n g .  ~p e c i f l c a l ly ,
t h e new fe a tures in version 2 ore :

1 • uv erfiow hand lin *~ —— .~im en space is needed online ,
le :)st—recently—used table bodies are dump ea into an i n f o r m a t i o n
‘etr tev ol System database . The. iter ; numb r of the  u f f l i n o  body
rather than t h e  item nam e is s t ore d in the entry s1 ’t , to uv~~id

expensive keyword search when  the iter -; is 3 iter accessed.

. .  C h e c k p o i n t  —— A eho ckpei nt lock was added t~ ensure thut
w h i l e  t h e  Ch~~e h p o i r m t c r  i~ e u p y  in g  tile d~m t.it iso , no prucen~ can
t - e  w r i t t n F  In t o  t h : i t  d a t a b a s e .

. ~ y n a ~ii c •mlloe.i t ion of m em ory block headers —- T h i s  reduces s~ acewastage a n d  removes an arbitrary restriction on the degree I.e
m h i e h  rre; ory o an  be broken lntc separate blocks.

~l . Various lrmprov cmrent s to increase robustness and ease of use , for
example , uatabase internal version number~

; and support for
~~~ 3TAT. 
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These performance improve m ent s were s u f f I c i e n t  I.e solve t~~ -~i mm e d i a t e  p r o b l e m .  ~v e n t u a l l y  , however , anctier apt j r - i : at  I a n  p~a~~5 il l

be needed.  i t  w o u l d  be p r c m : a t u r e  to say  r-u~~ iho ut what apt lmI .’ .it iem m s
should be performed next , as  we haven ’t tiae a chance Ia thin k all tno t
deeply about the problem ,et. The fir ,;t ~;t tp woul¼ : ~r obahl~ I e t~- a t -
I t -  UTAT to generate quant itat ive r o~1.’l~ ot pres ’. nt 

~~~ 
sta - ; ‘ i i ’ ~~~~r~ • ‘

F rom this we could ;‘redjet t h e  o v e r a l l  c f t ’cot  I an~- spe c i t  i c  ~‘ h i ~~, a
before we actually ma~Ie that chan ,’,e.

To give sam- c feel for time curr en t :1. atus of’ the .~ot’ k s ‘~~n - - ~- r -  .10. ,
to show how we mi gh t go a b o u t  t a k  ing another optir t~~~l~ Ion ~~~~ 1~~t a:;
t x;m -~i ime f’ i~ u r e ~4 , wh 1 el m show- s scrt:e PFI, fAT o~ t p.r I I - - c ~ 1 .‘i. t n t
.io r k s  M a n i t ’er P r e c e d u r e  h’~: — L C ~,; I h .

~~~~~~~~~~~~~~~~~~~~~~~ _____________
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no. type lvi ca l l e r  PC c a l l e d  PC r e a l t r n  r u n t m  d lr e a l  delrun dlpa i -~e45 c a l l  2 W M M A I I ~ 114( ~6 r~3P H ~~ 325027 564 78 905 0 0 u
41, retn 2 ~MMA It ~1466 ~3PfthS 325027 173312 918 121~334 13
b5 merg 2 ~N- ’A Il~ 1 1652 ~ iL0C~S 37521 179729 962 1417 4L1~~l 5  ~6
5C call 3 .~‘~L0GS 37577 3 I U E P  316067 179730 964 1 1 (2

~7 r e t n  3 ~~LOGS 37577 b8IEt[P 316067 179746 979 1~ 16 (2
nb  ca l l  3 ~ ‘~L 0(21 37655 C P N UTS 2 5 173 1  1799 54 983 2 (2 8 14 6
55 retn 3 AM LO G S 37655 0P~~UTS 251731 i e i i i o  10 15 1222 32
$2 call 3 ‘.~~LOGS ‘10236 PASIIZN 342055 1~~12O7 101 (2 31 3 1
61 retn 3 ~~~- 1L O G ~~ ‘40236 PASHZw 342055 181209 1020 2 2 0
62 ca l l  3 ~~L0GI 40426 ORTUTS 274556 181349 1023 140 3 17
63 r e t n  3 ~~~~ L 0 G 5  1 40 42 6  I ’h T U T S  2 74 5 56  151608 1029 259 6 6
U1I c a l l  3 ~~ L CU S 4 QP f 57 U R T U T S  2 14 556 15 16 10 103 1 2 2
65 rctn 3 ~~LOGS 40457 URTUTS 2714556 1816t(~ 1(237 6 Cm U
66 call 3 .~ :LoU U 40504 [)HTU TS 2714556 181613 1039 2 .: o
67 r c tn  3 I~~~~(2S ‘40504 ORTUTS 2’(14556 1(21624 1045 6 Cm U
28 call 3 ‘1C ~ S 4c-531 L’WfUTS ~ (li55ô 181626 1047 2 2 U
5’ retn 3 ~~~~~~~~~~~~~ 40531 PRTUTS 274556 181630 105 1 14 4 ‘2
TO ca l l  3 ~NL U’US ‘li~556 L-h TUT S 27455 6 13 1632 1( 25 3  2 . u
7 1 r e t n  3 ,.hL(2 ’U S 4 05 56 DRTUTS 274556 18 1639 1060 7 1 C
72 call 3 dMLOG3 40603 OR TUTS 274556 181 6141 1062 2 2 U
73 retn 3 ~~ ML0G~~ 4 06 03 DRTUTS 27 4 55 6 181647 1068 Cm (2 (2
74 c a l l  3 •~‘iL~JGS 140b30 DRTUTS 274556 151649 1070 2 2 LI
75 retn 3 ~NL 0GS 40630 D R T U T S  2 14556 13 1652 1073 3 3 0
I C  call 3 hMLOGS 1406 55 1)hTUT S 27455 6 18 1654 1075 2 c U
77 retn 3 WMLOGS 406 55 DRT U TS 274556 18 175 1 1159 9’f 54 0
78 call 3 ~~ ML0 G S ‘~O7 Q2 DII TUT S 274 556 18 1753 1 16 1  - (2

79 r e t n  3 ~~~
-
~L O G S  40 7 0 2  P R T U T S  2 745 5 6  15 17 5 6  1164 3 0

30 call 3 ~~ L 0U1~ 407 2 6  L 2 R T U T S  2 74 0 5 7  1 3 27 5 8  11$~ 2 2 (2
3 1 retn 3 ~.

‘
~~L 0 G S  40 7 2 6  ( 2 R T U T S  2 74 0 5 7  l S l ’ f C m O  116 5 2 2 (2

~2 c a l l  3 ~~~~.L - ) ~~~S 4 ( 2 7 5 1  L ”I’43S33 177 62 1  18 187 1  117 1 1 1 1  3 5
33 r e t n  3 ~~~‘~L O U 3  40 75 1 1 Ti3S [3 S 17 762 1 182 122 117 1, 2 5 1 5 1(2
d’4 call 3 ~NL 0GS 4076 6 ~ M E U T S  254640 182124 1170 2 2 U

55 rctn 3 ~MLO 0:’, 40766 ~MEUTS 254640 1(22332 11 9 1 ~ 25 1 3 1(2
56 call 3 W~~

’L 3US 41016 (2RTUTS 276304 182351 11 9 3 19
37 re tn 3 ~ -1LCGS 41016 (2-RIOTS 276304 182353 1195 2 a
2~J ca ll .  3 ~~ LOGS 4 10 4 5  D R T U T S  2740 57 1o23 55 1197 2 .2 2
o9 rotn 3 ~MLuLI~ 4 1 04 5  L ) I ~~TUT5 274057 132357 1199 o
50 c a l l  3 ~. M L 0 G 5  4 1 07 1  ~W N U T S  253330 152 1405 1202 145 5 3
~, 1 r e t n  3 ~I~:L0GS 4 1 07 1  O P N U T S  253330 - 182629 13110 2214 13J
92 call 3 dMLOGS ‘1 1110 WMUTIL 7325 1 152675 1344 46 ‘4 3
9~ re tn 3 ~~~~~L 0 G S  4 1 1 1 0  n M U T I L  7 3 2 5 1  1 8 2 76 1  1 3 66  86 2 2  1( 2
94 cal l 3 ~~~~ L0G S 4 1 1 1 7 ICPt’t Crl 342625 13276 3 136 8 .2 Li

~5 retn 3 ~~ML 0 G S 1 4 1 1 1 7 bCPNC,i ~‘42025 1t,2(j49 1373 06 5 3

~6 c a l l  3 ~~~~~L0GS 14 1 153 ~ M M A I ! ~ 1 1 677 18 2 35 1  13 (5 .2 (2
97 retn 3 ’

~~~~ L 0G S  4 1 1 5 3  w M M A I N  116 77 1(2 54 3 6 114 3 14 2 58 5  5 9

9~~ ca l l  3 ~~~~~L 0 GS  4 1 1 6 7  D R T U T S  2 7 63 0 4  18 55 4 1  14 3 9 1(J5 5 14
99 r e t n  3 WN L OGS 41167 URTUTS 276304 185543 11441 .2 2 0

1(20 retn 2 ‘~MMA I N 11652 ~t’~L0G S 37527 1855 1414 14 4 2  1 1 C
1 13  r ;c r g  2 WN ~ A I N  1146 6  ~i 3 PRF ’~S 3�5027 136 15 1j 1470 C m l ?  28 26 3(2

I - l i- . 3 
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~:et a i l e d  J e s c r ip t i o n  af lie. . I r  31, 2 -.:c r~~i i s be~~~;c I . e  scc~~c o~this docur- ,en t , b u t  b r i e f l y  ~~3r.~r :-ani; ai. ;Lc~ ~hc 1-U L ~cntral ~ta~~ In
order to takc sam~.les on se l ec t~~U su b r o u t i n e  c a ll s  a mm o r e t u r n s .  I t  ..~~~~~
sam ,~l e a l l  c a l l s  Oo - . n  t o scm . e  s p c c i f i e .  l a v a  I i t .  t ’ .e r u n t i : . c  ca l l tr~~e.
ia lc’.~ this level bTa ’ i s  d i  sat  l e a , sa t h e r e  i s  no a v c r . r e a ~ on
low— level calls. Tie .lobal s.r~~ I i n ,  l e v e l  c a n  L a  . ; i u  i l ~~~e~ l c e ~. l l y
by specifyin,. t h at  certotn calls are to be ;:a,,ni fieu Lr pru ec. In t : , i i

rticular cas e , t h e  , - l o b a l  l e v e l  is .2 ~m rd  t Im ~ c o i l  I r a . - - b e .. -ar~~.
1-;an~~’er m.- in pro,r~.’ , ..‘-“~\Ih , ta the lt.~ j i  sub rout ine has bee:. t’l~. ‘c’..
for  r a g r m l f i c a t i o n .  The list xn~’ show s real (Cr w..ll clack ) ~ 

p- c , r -a : .t j :
( o r  CP U t1r~e) , a n d  ~a v i n g  t i r e , n i l  i i ,  - . i l l i s e c a m m d s .  . i r t  f u l l  l . s t i n j
i o r  t h i s  ru n is q u i t e  a L i t  l a r 1 m .-r .  ,.~~ rove useu : U • .‘~T ’ .’; 1 .o’, .-ttee dJ - ~~
h a c i l i t y  to  p r i n t  only  a p o r t i u n  at ’ t h a t  l i st i 1. . I :  m~~-~ 1 t i c i , r.e t . . v c
ne r 4 ’cd u n i n t e rest  r i g  sc pJ en ce :~ o~ nodes.  h i s  :“v rg er 1 5  ~~~~~ ~ 

t r r e
for:-atter , after the sarp les a r e  ta~~t n .

~- e r  e xar ;p l e , c on s i d e r  so’ ,. ics ‘(Cm ana  (7 ci figure ‘. 2 . : .~ le
7(2 -~as taken ~h cn  the  ? a r k s  ‘-~aua ~’er calle c a subr.~utine . ~ t ; .  c a l l  c~.s
I r o n -  a d d r e s s  60b55 ; 1r ic t ;  is  in  mr.o’..u le  . L...UI~. I t :  feet , .‘e :~nc., 1:Id t i t  is

in the ‘.2-—LOOF . routine. ~e coulu use tnc l ’CI’ L d e L u h c r , b~ I , te p r in t
o u t  t he  l i n e  of ~- C P L  code th a t  r o d e  t i m e  c a l l .  i h e  su b r u u t  pie ha 1:.,:
c a l l e d  is  at  add res s  2p ~555  in n o d u l e  ( 2 R T U 1 S .  2 : , i s  s-u I ’ m c a t i n c ’  t c r : 3
ou t  to be a u t i l i t y  r o u t i n e  wh i ch cop ies  t o b l C  e l e : - e n t ~~. ~~~~~~~~ .“
c o u l d  e x ; n - i n e  the s u b r o u t i n e  w i t h  h 2 i ~T , p i ven  t he  an- i reSs .  bom L i le
7(2 w a s  t a k e n  1- ~, 1.054 seconcs of real tir e after PFS AA 1  aos t-nat’ le ’ .: Jr .r .
the sa”pling began. !y this tine 1 .07’, sc co n c s  of U F U  tint ha.~ b een ~a r n j c
11 r e a l  t i’~c of 1L- 1 . 0 514 seconds  is .2 :.i 11 i s c c o n c s  of rea l t i m e . : tt cr  ~o: ~ Ic
7u was taken. ha ring this interval , .2 r ’ : i l l i s econi. u of U F i  L P . c  .i:.d
:-~~l 1 i second s  of pa t:i nf t ime w e r e  c a n s u ~.~cu .  In  cUr er  ..or ~~s , 1 : 1 5  , r ocess
ha d  co mp l e t e  us c  of the  CI- ’U d a r i n g  thc  i n t er v . . l a id  no  , u , e z h ad to t ’e r c ,r .. 

—

i n .

Sar;ple ‘11 was  t a k e n  w h e n  t i m  is s ub r o u t i n e  r e t u r n e e .  T,.c r ca  I I
was 10 1 .7 5 1  s e con d s , or 97 ~.i ilisocorids later thin t he  r e a l  t int - :~ sa’ p Ic
It . by n o ~~~~ , 

1 . 1 59 secon dS of C P U  t i n e  ha d been ch a n ,’e-1 to  t h i s  , r oe~ ss ,
w h i c h  wa s ~‘4 ‘~i l l i n e c a r m d s  mo re  t h a n  b - m d  beer  oh ;; . .  ~ed .rt ~.rnlc 1 (2. .a
a d d i t i o n a l  ra~ iri~ time mia s changed , ind i ca t in , that the c n t ~ re
su b r o u t i n e  was  a l r e a d y  in  rea l rLemory.

..e h ive found Pt’STAT to ,~i ve  h i g h ly r e p e a t a b l e  r c s u l t s , ~ h i oh
not  notice ably affected by system load , am ount o~

’ ra.~l systc~. :cnary, or
type of scheduler. The only real 4.- r o b l e m  is that the so -~ I in ,-
i t 3 e l f  t a k es , on the a v er a , ’e , j u s t  u n d e r  2 r i l l i s e c a n d s . T h i s  a v c r a ~.e
a p p e a r s  to  be s t ab l e .  U n f o r t u n a t e l y , t h e r e  is a j i t t e r  of 1 t o  .2

i i  l i s e c on d s  b e t w e e n  the tine t i m e  sarpl e a are taken anc the tine ~i n c r em e n t s  i t s  i n t e r n a l  t a b l e s .  r~~~ h f  sha u l u  p r o b a ( 2 1~ uc  . u d i t l e c  t-
s ub t r a c t  sonpi  i n g  t ir e f r o m  t i me u i~~u r e s .  i o r  t h e  :,or it , i awt --~~cr , ~h i c
r e a d e r  must  m e n t a l l y  s u b t r a c t  2 r~i l l i s econds t’ r orr  each ~n e r e r c n t a l
r u n t i m c .  For r c r ~ ed sa m p l e s , however , a :.ultip le ot’ ;-,illiscconds ‘- -u .-~tbe s u b t r a c t e d .  1-or example , Sn : ;  lo ~5 is a :-:cr 1.er ~~~~ s o r t  la s , ~o 1
:.illj scc on0s :;ust h C subtr - ’ctod i n s t e a d  u I
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i . n rc ~ rn.Ls a Jo , in call on time o e r k s  M a n a ge r .  Lt .rs i s the

I a tc~ t •orks ‘~ar 1 agcr , w h i c h  incorporate s version 2 of the ~.urks ManagerTable i-acUity. The results we saw previously were for  v e r s i o n  1 . As
s. pie 4t demonstrate s , the Wcrks ~anap~er spends 11 r .illiseconds of CPU
tire wai ting for and then receiving time procedure call message. All tire
t i r e s  in  f ig u r e  ~ arc for this fork only . The 11 i.illlseconds is a bit
p u acl in g , as tire only process which does anything significant durin g
t h i s  call is tire I:~ G fork. In  any case, the Works ana ger  then  spends
~ ‘I :.inus 10 cr .0 m illiseconds verifyin g that this is a valic procedure
0311 macssa~c anu decidin g to call the Lo~ in procedure In module ~hLdUh(sai:ple 5~~). The Lug irm routine then spends 14 milliseconds convertin g
the mcnsa~’c into internal representation a n d  simultaneou sly verifying
that the me ssage has t ir e  correct form for a login request (sample Sfl.
Lc~- rn next retrieves the node entry corresponding to the project and
node r arre given it:  t h e  message , constxmm ing 30 rrilliseconds in th~ process
( s a n p i e  5 9 ) .  It appears that a lot of this time is due to the very
sim~-1e and somewhat Inefficient entry flar e matching algoritht - In the
..crhs Var .ager Table Facility. Next , the Login routine builds an Active
.ser Entry by copyin g elements from :: the node e n t r y .  The on ly r e a l l y
expensive operation here is b~ milliseconds to copy the list of tool
ri gh t s (samp le 7 7 ) .  At sample 05 , Login takes 1 1 m.ill iseconc s to create
t ;me new Active User k.ntry . Login then puts time updated node entry back
i n t o  t h e  o n l i n e  d a t a b a s e , c o n s u m i n g  an alarming 130 mn illiseconos in the
process (sa”ple 91). LogIn then spends 20 m illiseconds checking the
u s e r  I d e n t i f i c a t i o n  E n t r y  for messages  ( s a m p l e  93) .  Fina1l~- , L o g in
takes 57 r : i l l l se c or d s  to format a reply message and send it (sample 57).
After Lo~’in returns to the I~orks Manager main pro ;~r an,, the r~ain prc~.ram;:l r-cst inned iately starts to wait for another proceoure call message
( sa r :p l e 113 ).

In sut m a r y ,  Lo ,. in  took a t o t a l  of 1429 - i l l i s e c o n d s , o r b b
~llli secon ds n-ore tha n it did when it was tested in August of 1978 with
v e r s i o n  1 of the ‘

~orks 
Vanager Table Facility. A coinpcrison with the

d e t a i l e d  t i m i n g s  for  the  v e r s i o n  1 test  show s t h a t  in the new ti m ings
t h e  on l y  s ig n i f i c a n t  d i f f e r e n c e s  were  t i ma t  c o p y i n g  t i m e  l is t  of tool
ri tht s took 37 more milliseconds and putting the node ba ck took 143 m ore
:rillis cconds . The extra 37 milliseconds for the copy is easy to
explain; the node logged into when testing version 2 h a d  aicu t twice as
m a n y t o -c l  r i g h t s  as the  one  used w h e n  t e s t i ng  v e r s i o n  1 , T ire ~4 3
:.i 11 i seconds  for  u p d a t i n g  t he  node was ruc li n-ore disturbing, so another
test run was made , t h i s  t i m e  r e q u e s t i n g  PFST II T to  m a g n i f y  the ca l l  to
p u t  t h e  u p d a t e d  n ode  a w a y .  F i g u r e  5 sh ow s on ly t h a t  ca l l .
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no. type lvl caller PC called PC realtm runtm dlrea l delrun dipa ge
Y0 call 3 ~ML00 S 41071 OP~UTS 253330 103796 1110 0 0 0
91 call 14 0P~aUTS 253356 OLRUTS 261002 103798 1112 2 2 1)
92 retn 14 OPHUTS 253356 OLRUTS 261002 103848 1117 50 5 0
93 call 4 ORNUTS 2531466 IISKUTS 263533 103861 1120 13 3 1
94 ret f l  4 0PI~UTS 253466 MSKUTS 263533 103863 1122 2 2 0
95 call 4 OPNUTS 253567 WMTUTS 270420 103881 1125 18 3 1
96 ret n 4 ~aPNUTS 253567 WMTUTS 270420 10426 1 1249 380 1214 14 -

97 call 14 (
~Pl~UT8 253636 ~NTUTS 2t ,6557 104264 1251 3 2 U

98 retn 4 OPNUTS 253636 ENTUTS 256557 104278 1266 lii 15 0
99 call 14 OPNUTS 253650 OL RUTS 261215 104280 1268 2 2 U

100 retn 14 OPNUTS 253650 OLKUTS 261215 1014281 1269 1 1 0
101 retn 3 hMLOG S 410 7 1 OPUUTS 253330 101428 1 1269 0 0 0 -

Fig. 14

- _ _ _  ----- —--- - --—~~~~~ --~~--

~~~~~~~~~~~~~~~~~~~~~

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
-

~
- - 

~~~~~~~~~~~~~~~~~~~ 
-



r -
~~~~~~~~~~~~~~~ -~

A- 17

The sub routine calls shown in Figure ~1 are all in W HTI~~G, a set ofrout ines which lie between the Works lanager top level routines on one
side and t he  Works  M a n a g e r  Table  F a c i l i t y  anc  the lnform atton hetriev~ l
System on the other side. Time actual call to put t i e  rmo d e e n t r y  awa y  is
made by the subroutine called at sample 97. This call takes only 13
milliseconds. The expensive call is the one at sample 9S , which
consumes 122 milliseconds. This is a call to a garbage collection
rou tine , an d happens to be quite unnecessary. In other words , we have
found a performance bug in the Login routine. (This bug has since been
f i x e d .)

A brie f explanation is in order of what this garbage collection i~~ all
about. As tar as t he  Works  M a n a g e r  Table  F a c i l i t y  is c o n c e rn e d , a t ab le
entry is just a block of arbitrary numbers. itctually , an entry body is
a data structure called a Dynami c t (elocatable Table. The use of the

— wor d “table ” here is u n f o r t u n a t e , a n d  comes in p~.rt from the f~.ct timat
the Works Manager is implemented in layers. In any case , a dy n a m i c
relocatable table , here a node entry , will grow in length if n o n s c a l a r
elements in it are replaced. The only way at present to retrieve the
space is to do a garbage collection , which consists of copying, element by
element , the entire data structure. This Is w h a t  is t a k i n g  1.. 0
milliseconds. Here the garbage collect was totally useless , since the
only element changed was a scalar.

This also explains 37 of the 43 extra m illisecdnds that this
garbage collection took with version 2 compared to version 1 . A garbage
collec t is a copy of all elements , including the list of tool rights. As
we saw , the longer list in the new node took 37 extra milliseconds to
copy.
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SU~~~A Hy CF CPU TIME CONSUMED Ih W N— LOG IN

1~ A total of 1429 milliseConds was exp ended in all,

~ 7? r :kll iseconds , or 1~j % ot’ the  t o t a l , was spent retrieving tablee n t ri e s .

3. 111 m illisecond s , or 26~ of th e t o t a l , was spent  send ing ,  r e c e i v i n g ,and decodin g message s.

1~ 241 milliseconds , or 50% of the total , was spent manipulat ing table -
-

entries . or this t ine , 122 milliseconds was due to a bug. Of therem aining 119 , at least 82 milliseconds was  due to the l is t  of toolrights.

Fig. S
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Figure 5 summarizes what we now know about the Works ~anager Login

call:

A t o t a l  of 42~ m i l l i s e c on d s  of CPU t ime  was consumed in all. On ly
77 m i l l i s e c o n d s , or 18% of the total , was spent retrieving tables. Thus
few of th e imp rove men t s  we sugges ted  e a r l i e r  for  the W o r k s  M anager  Table
Facility would have any noticeable effect , at least for a Login call.
The only potential problem is that we n-lgtm t get into trouble retrieving
nodes if there got to be a lot of them , so we should probably do
something abou t entry name searches before NSW grow s too much larger.

Again , only 11 1 r:milliseco nds or 26~ of’ the total was spen t s e n d i n g ,
• receiving, and decoding ~SG messages. This is a relief , as some of the

utility routines which handle ~SG messages are large and lookt im r e a t e n i n g .  A w h o p p i n g  2 14 1 m i l l I s e c o n d s , or 50% of the total , was
spent r~ nipu latirg table entries. Almost half of this tine is due to a
bu ,~, an unnecessary garbage collection. Furthermore , 69~ of’ the remaining
1• ~ n i l l i s e c o nd s  was spent  c o p y i n g  t he  l i s t  of’ tool rights.

Thus , if we got rid of the garbage collect and found some way to
~ct rid of ’ t h e  time spent copying the list of tool rights then Login
mould take about 225 milliseconds —— just over half as much time as i t
does now .

This is only an example of how we would  go a b o u t  planning for
further reductions in works Manager runtirte. liefore we actually do any
reducin g , we should perform the same type of analysis on all major Works
~ana ger procedure calls. We should then use those results , plus the
resu l t s  of’ U b~ ’s system tests and Manni Chandi’ s higher level model , to
plan which changes will be most cost—effective in terrr.s of overall U~~per formance.

_ _ _ _ _  -



—~ n.r ‘~~~~~~~ 
-

Appendix El

Batch Jo b Package — External Specification

This document is written in the style of’ Appendix 1 of “The
Foreman: Providing the Program Execution Environment for the National
Software Wor k s” by R. Schantz and H. Mi3lstein , wh ich is used herein
as a reference. It descr i bes functions of the Batch Job Package
(which may be invoked by UMO) and a function of’ WMO (which may
optionally be invoked by BJP). All invocation messages are
generically addressed ; requested replies on the other hand are
specifically addresse d to the invoking process.

The Batch Job Package (BJP) on a Batch Tool Lsearing Host
( I3 T BH )  coo pera tes w ith Wor ks Man ager Operators (WHO’ s) to con trol the
execution of’ NSW batch jobs. Once an I~SW user has submitted a job, it is
the responsibility of a kil O and I3JP to execute the job and to produce
status reports as required.

W MO s e rv es a role an a logous to that of the Foreman in that
WMO keeps the Local Name Dictionary (LND) for the job and supervises
required file prestaging and delivery operations . LIJP includes all
functions (exclusive of file transfer and translation) required at BTBB
to accomplish batch job execution. Its conversational partners are the
v4MO’s throug h which jobs are submitted.

IIJP’s da ta base is concerned with the management of all NSW
jobs in progress at I3TBH . Associated with each job is th e ge neric p rocess
address of the WHO which submitted it , an d is therefore its
conv ersational partner with respect to that job throughout the
duration of the job. The following discussion relates to messages
for individual jobs an.d the refo re is cas t in terms of commun ica tion
between a single WHO and BJP. It is assumed that the process address
of the submitting WHO is recorded in U J P ’ s d ata base , and is used for
addressing messages from BJP. Sh ould any WMO disappear (because of
an error) an as yet uns pecified restart sequence must be executed.

Job nam ing considerations

Each WMO maintains a queue of’ u p to 256 jobs in progress.
Whe n an NSW user su bmi ts a job , the kM to which the user is assigned
contacts a WKO with the job request. WHO assigns the job to an unuse d
location in the queue , an assignment which remains intact throughout
the stages of job execution.

Eve ry t ime W H O is “cold— started” al l  e n t r ies in it s queue
ar e marked as free. All suc h cold starts are explicated
by maintaining a WMO cycle number which is initially 1 and incremented
(except that the successor to 16383 is 1) each time such a cold
start occurs. NSW ’s name for a job is a triple of indices :
t he W HO host num ber , that WMO ’s cycle num ber , an d the position within
t hat cycle ’s job queue. Every time WMO contacts BJP regarding an NSW job,
its NSW name is included in the message.
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UJP may .~i sh to create local names for ~Sw jobs. This optional

character string is returned by bJ? when a job is acce~ tec. WHO will
retain this name in its job queue and supply it alon g with the

~SW name in messages relating to the job.

If ~3JP can supply cycle and number , local name is optional;
if  it can supply local n ame , cycle and nu~ ber are optional.Complete information is preferred for error checking.

bJP must respond to a small number of messages from WHO ,
an d ini t iate a messa ge of its own — as f ol l ows:

WHO ’s initial contact with bJP is to recjuest allocation
of a workspac e and assignment of local names for job
output files. Arguments includ e batch tool. name ,
cost estimate (in machine dependent units ), priority,
and a list of size estimates for job output files.
Res ponse includ es t he work space nam e (W S , a character
string), a status indicating whether the job was accepted
or re jecte d , an d a list of local names assigne d t..
outpu t  f i l e s .

Once file pre—staging is complete , ~MO will request ~JP
to submi t a given local file for batch ex~ecution.The response is job status.

BJP will notify W hO when a job is done. This message
includes time and charge information.

WHO will request BJ~ to delete a job.
IiJP’s response confirms the deletion and reports
any abnorma l conditions.

WMO may inquire as to the status of a job as well as 
- 

-

a Boolean which is true if the job is tc Le
continued or false if it is to be cancelled. bJ I’’s
response includes a user—oriented character strir4 g as well
as the job’s sta tus.

-

-
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All job execution sequences begin with an allocation request:

BJP—ALLOCA TEJOB (tool—id—list , accounting— ltst , tool—de penoent—
parameter—list)

-> tool—id—l ist , status—l ist , workspace—descriptor

where the par ametric dat a are:

tool— id—list: LIST (cycle—no , tool—instance—id , local—name )

cycle—no:
index , with 0 denoting “unknown. ”

tool— instance—id :
inte ger , with 0 denoting “unknown .”

— l oca l—name :
charstr; if length is 0 then is “un known. ”

accountIn g—list:
see referenc e pages A 1—3 and A 1— M .

tool— dependent—par ameter—list: LI ST(n-.charstrs)

status—list: LIST(status—code, qean—proceed , status—report)

status—code:
inde x :0—> not found

:1— > allocated
:2—> scheduled
:3— > running

- - : 1 4 — >  ha lt ed
:5—> delete d

qc a n — p r o c e e d :
boolean =true —> can proceed

:false’-> cancellat ion requested

status—report:
cha rstr; if length 0 then is null report

workspace-descriptor:
see reference page A 1-2 
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Par amete r usa ge

Tool— id—li st:

Every message between WHO and LSJ P includes tool—id—list. This
applies to both invocations and replies. When WHO sends a
tool—id—list it always includes cycle—no and tool—instance—id , and
local—name once ~MO learns of’ it. Most messages from UJP to WMO are
specific replies. The returned tool—id—li st may include cycle—no and
tool—instance—id if desired; WHO will perform consistency checks if
they are returned. Should a local name be returned , then it will be
recorded and supplied to bJP in all subsequen t messages from ~MO toi3JP. This name must be unique for that I3JP. Local—names cannot
be reused by a ElJP. Different I3JPS may use the sane name.
Sh ou ld  UJP  r e t u r n  the local—name once it has been recorde d,
consistency cheeks will be made on it , as well.

f~ll othe r p ar ame ter s are  as descr ibed in the re fe rence
document , except status—list , which is straig htforward.

All subsequent messages from BJP to WMO report on the state of a
particular job. BJP’s res ponse re quirements seem to be as follows:
given a message about a j ob , i n f o r m  WHO of the new state of the job.
T h i s  yields a simp le response algorithm for L3JP , as BJP le arns a bou t
job completion via polling or a message from BTBH ’s operating system;
and the required response is also a status report to WHO .

BJP—QUE HY ( t o o l — i d — l i s t , qproceed )
— > tool—id—list , status— list , accounting—list

where the additional parameter is

qproceed :
boolean :true— ) can proceed

:false—> cancellation requested

L.t  - - - _a_I —~~ -~~~~~ -~~~
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~ote that this sirplifies W~O processing, as Status is the-i on ly  v ar ia b le of in teres t to i t — the r em a i n d e r  of the  messa ge cata
is sir -~p ly  recorded.  If  L o c a l — n a m e  is supplied , then Cycle—no
ari d J o b — n o  are  o p t i o n a l , a n u  v i c e — v e r s a .

- 

EJP— Et~DJCB (tool—id—list )
- 

—> tool—id—list , status—l ist , accoun ting—list

~.ote that this Is not the same as l;JP~ UEHY (— ,F) since it is useu by
;~‘-:o after file delivery ari d recording of final job charges is complete. 

— - - ---— -- - - - - - -------— —-- —- - - ------------- 
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functions implemented within WHO

~d-lO—JOLiII ALTEo (tool— Id-i 1st , status—i st , o c o u n t i n g — l  st )

This is the only f u n c t i o n  in WHO 1n~ o~~ d by bJI ’ . II.
requests WHO to initiat e -job delivery aperations. It ~s an optiosi .il
feature: al ternatively , ~MO can issue t3Jf’— ..,ULHY per iodically
un til it finds tht’ status code currespondin~ to job halted.
If implemented , then either local—manic or tool— lnatdnee— ic I L u t
be sup plied (unless U~J P  l imi ts i t se l f  to a s in~~1t’ l.a.. j~~b ~it  any
given time).

I
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~4~tional functions wi~ic~ ~an L’e i ; ~~~~~~~~ n~ ea u’ ~~iy ~-h
Job  Pac~ at~e

J~~—~~T A R T J ~~! ( L o o l — l d — 1  ~st , ‘r ;< s ;  ~i c e — J e s c r i ; t ~~r , 2 1  l e n a :  c
— > t o o l - i d — l i s t , s t at u ~ — 1 i s t , ~‘c c o u r . t i r : , — U s t

w h e r e  t h e  ath~i t i ’ n a l  :- 3 r : i ; e t e r  i s  t i l e n a ~ c:
scc r e f e r e n c e  ~~~~ ,\ 1~~.

T}ij a funet  ic~ ~s o;- t ion a 1. I .e i ’ .c ~ f~ Ic is t~ k c n  o~, t -~c
j -:~ h c o n t r o l  ~t a t e r e rt s  for  the  m i v e n  ~~~~ ; 1 t e r n a t i v ’ l ~ , 1
file ,~acka~ c can init iate Job execut ion wi~o~ a file a: a ,- i v . r :  ~~in t ~
i s  c r ea t ed  (sec~t as (L [:(jobna~ e> , C:i~~) i;a ca ir~ C l- f  .>C~-systers ) , ~JP— ~ TARTJC! neco not be s u p p o r t e d .

~~U will be dr iv en by a table taken trw- ~~ c to ol  ~escr~~:tcrto sequence the procedures w h i c h  a c t u a l l y  i~et invc~<c ~~~. Ta i s
a l l o w s s u p p o r t i n g  c v a r i e t y  of batch hosts; e .t . — ho3ts where
filespace ~‘ust be rcscrvcc and those where it ~~cs’:’t , .,n~i o st s w h i c h  ~~ ~ MO~ J~~W I A L f t !~ a n d  t h o s e  t h a t  d o n ’ t .
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T r a n sp c r t a t i l i t y

~ie C e t i n e  t r a n s p o r t a b i l i t y  as f o l l o w s :  an ~~n co:r j~o n e n t / u t il i t y
is t r a n s p o r t a b l e  if  i t  can be c o p i e d  f r o m ,  one  hos t  to ano the r  and be
i r i t r e d i a t e l y  e x e c u t e c  with no p a t c h i n 1~ or modification beyon d nam ing
the transported executable file to suit the new syster ’s naming
c o n v e n t i o n s .  T h i s  definition covers transport between both similar
(TE I.EX — TChEX , TOPS2 O — TO PS 2O ) and  dissimilar (T~ flEX—T UPS2O—iEtJE X )
systems .

A l l  ~.SW co m p o n e n t s  ar i d  u t i l i t i e s  r- . a i n t a i n e d  by MCA b ad to be
n c J i f i e d  to  achieve t r a n s p o r t a bi l i t y .  A e identified two classes of
p r o b l em s  to  be solved: (1). L-ifferences between TLkEX and T~ PS2O att h e  i n t e r f a c e  to the  o p e r a t i ng  systc:r , i . e .  d i f f e r e n t  be h av io r  and /o r
na~ in~ of JS~ Ses; (2). Tailoring — Configu r~ tion — specifi c data
hai lt into components that had to be patched for each 145W System on
each hSW h ost , e.g. the hSW filespac e name compiled into the File
Packa ge .  The first probler we solved by encapsulating most JSYS
calls in three JSYS routine packages with system insensitive call
interfaces; we solved the second by providing a Global Tailoring file
w h i c h  c a p t u r e s  c o n f i g u r a t i o n  i n f o r m a t i o n  f o r  each I~SW sys tem on each
host.

F J .~YS e n c a p s u l a t i o n

..e e n c a p s u l a t e d  JSYSes by d i v i d i n g  t he  .J ..~Y Ses used throughout
our  h~ k c omp o n e n t s  i n t o  three groups , and  p r o v i d i n g  th ree  corres p o n d i n g
pac~:ages of ~CPL routines to access the J~ Y5es indirectly . The groups
are:

( 1 ) .  F i le  handling, day/time , and error handlin g
J~ Y S es

(2). P!’~AP and  r e l a t e d  f i l e  m a p p i n g  JSYS es packaged to do
p a r e — o r i e n t e d  r e a d i n g  and  w r i t i n g  to f i l e s .

(3). Utilities to access t h e  A h P A N E T  sys tem t ab l e s
m a i n t a i n e d  on bo th  TE~~EX and TOPS2 O hos ts .

The call forr-at for all the routines in these packages is
consistent and uniform ; success or failure of each call is signaled in
a uniform way, and a system—produced error message is returned whenever
available. Obtainin g the latter typically requires two furthe r JSYS
c a l l s  ( G E T E 1~ and  ~H S T R )  w h i c h  forme r ly had to be placed in line; thus
muc h  of our code w h i c h  ca l l s  t h e  encapsulations has been reduced in size ,
arid is more readable. When required , checking for TEHEX VS. TOPS2O
is done  at r u n  t ime . The c o n t e n t s  and characteristics of the
three encapsulation packages are: 

~~~~
- . - -

- -
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C- 2
1 . Common J~3YS package (JSYSUT in UCPPKG

JSYSes wh ich have different name s and arguments on lOX
an d TOPS2O , enca psulated so that arguments produce
results id ent ical to exe cuti on on TENEX :

STDIR/HCDIR (directorysTring to directory number)

CNL IR/ACCES (connect to directory )

GTAF~ (1et time and day. TOP~2O internaltime converted to TENEX )

ODT IM ( ou t p u t  t ime . TU’.EX i n t e r n a l  conver ted
to TOPS2O if required)

JSYSes with identical names , but requiring differin g
defaults or argument formatting to execute identically on
TENEX and TOPS2O.

GTJFt . (Get JFh . TOPS2O specific code to
h a n d l e  s t r u c t u r e  r e fe rences)

P~’:Ap (Map fork/file page. To handle
differences in unmappin g )

DELDF (expunge directory. Different
a r g u m e n t  sequence)

JSY Ses with identical behavior on both systems :
Encapsulation provides consistent defaulting and
e r r o r  h a n d l i n g .

O P E N F (Open  f i l e )

J,.OSF (Close file)

C L Z F F  (Close fo r k ’s f i les)

R L J F h 4  (h elease  JFN )

DELF (Delete file)

SF’PTR (Set file pointer )

U--—— -. 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~ 
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JF..S (JF :.  tc strin l,) C—3

~~~~~~~~ 1 f l A ~~~F ( .-,enar~e file)

~ IZLF (Size of file)

blh ,UOUT ( b y t e in , o u t )

~ I1~,~~CUT ( S t r i n g  in , o u t )

. PI- ~A P 1/w ,~ack ag e  ( F’I~:PU T S in  I3CPP KG )

A g r o u p  of f i v e  r o u t i n e s  w h i c h  use  the  Ih -~A P J SY S t~ do
- :  p a g e — a t — a — t i m e  I / C  b e t w e e n  a file and core i:.eiwry.

-
- 

- 
Encapsulates th e difference beween 1t~. , EX an d  S~.L , }~~ . . . I ’ ,
and isolates the user from the subtleties of using h- ,~1’
to create file pal es. The operations supported one:

Getting a file page into core.

P u t t i n g  a core page into a file.

L o c a t i n g  t he  n e x t  f i l e  p 0ge.

G e t t i n g  a n d  m o d i f y i n g  some parts
of a F i l e  L esc r i p t o r  block .

3. Host t a b l e s  package  ( H O S T U T )

A g r o u p  of r o u t i n e s  w h i c h  s u p p o r t  t he  f o l l o w i n g  &ct ivi -t - ies~ - - -

O n e — t i m e  read  of host t ab les  i n t o  core .

h e t u r n  host  ( a r p a n e t )  n u i . b e r  g i v e n  name .

H e t u r n  host  name  and  n i c k n a m e s  g i v e n  n u m c e r .

Heturn host  o p e r a t i n g  sys t em t y p e  g i v e n  n u r ;b e r .

These  packages  w e r e  t h o r o u g h l y  t es ted s i th :  s e v e r a l  st r a i g h t f o r ~~ r d
test drivers; all NSW components were than laundered tc rer~ove direct
i n — l i n e  JSYS c a l l s .  A l l  u t i l i t i e s  which did not require the ~loba1T a i l o r i n g  F i l e  f a c i l i t y  then beca m e i mm e d i a t e l y  t r a n s p o r t a b l e .

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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Glo bal Tailoring File Facility

T h i s  f a c i l i t y  c o n s i s t s  of t h e  f o l l o w i n g  e l em e n t s :

(1) The global tailoring file , a fixed foruiut A S C I I
file encoded so as to be untypeable. This file must
exist in the LOGIN directory for each l.S.~ system on

- each  NSW hos t ;  i t  c o n t a i n s  the  f o l l o w in g  e n t r i e s :

N SW f i l e s p a c e  na m e

WM O Job Queue File name

Checkpoint directory n ame

External process MSG call timeout value

Component logging flag

WH O sleep interval (between each queue in job queue file)

(2) A ut ility (GLI3TAL) which can create or list the contents
of t h i s  f i l e , a n d  r e p l a c e i n d i v i d u a l  entries .

(3 )  A p a c k a g e  of u t i l i t i e s  ( GL LiUTS in ~SUP Kd )  w h i c h  a l lo w
components to read entries from the file).

(4) A set of descriptors for the file entries compilea into
GLBTAL and all accessors of the l’ile.

Use of t h i s  f a c i l i t y  r e q u i r e s  the  f o l l o w i n g  d i s c i p l i n e;  The
Globa l  T a i l o r i n g  File must exist in each TEN EX / T OP S2 O NS ~ L w U I N
directory, an.d its forma t must be compatible with the compiled— in

~~-~~ - - - -- descriptors for all accessors in that directory. beformatting the
file requires re—compilation , reloading and re—distribution of all accessors.
This has not proved burdensome to date , as the file changes format
rarely.

In a d d i t i o n  to p r o v i d i n g  c o n f i g u r a t i o n  i n f o r m a t i o n  ( d i r e c t o r y
and file names) , the facility supports a crude facility for turning test
VS. user systems by allowing manipulation of’ parameters directly
related to performance (timeout values , inhibition of logging.

The component s and utilities using this facility are:

Works Manager

File Package

v~orks Manager Operator

Checkpointer

W H O U t i l i t y

_________________________________________________. ,
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MISSION
of

Rej ine Air Development Center
RAVC p-ean~ and exec.ti.teA ‘te ~gc.’t ch , dgve,Zopm~vvt, -text and
~eLe~.ted a~qui.~J~tLon p ’tog’tarn4 £n ~appo-t~t o~ Command , C~~t~e~Cor un-~,co2~o pto and In-teLUgence (C 3 r )  a~~-< vA.-t~Le,4 . - Tecinv ccl
and ~ng~ n~en.~ ng ~uppon t ~uLtIu n a,kga4 o~ edin.Lc~a~ compe.I~j tcg
£4 pkov.~ded -to ESV P&ogitam 0~~~~e.4 ( P 04) and o~thei~. ESV

flgjt -4. Th~ p~~nCi p c~ chniaal n-L44-cion cttea4 ate
cor nm&n o~tLo n4 , e2e~titomagne,tLc gw~danc~ and con~t’toe , 4LL’t -

veA.Uance o~ g~toand and ae-to4pa~e obj ec ts , -Ln--teF.L~gence da~tacoUec,.tLon and hand~Ung , ~~~~~~~~~ 4~14-ten1 -teciuio-eogy ,
-wno4p heJt4.c ~‘t opaqa -t~on , 4o- Ud 4~ta~te ,j~ nC.g6, m~c-kof t ~~’ c
p hy~~c~4 and e2ec~ti~.oni a ~teL~abLtL-ty, ma~ntz~nabLU ty and -

cornp a~tthi1i.ty .
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